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ABSTRACT 
Health expenditure data are known to be afflicted by restricted range, zero values, 
skewness and kurtosis. Several methods for modelling such data have been suggested 
in the literature to cope with these problems. This paper compares the performance of 
several alternative estimators, including two-part models and generalized linear 
models. The dependent variable is household, not individual, expenditure on health 
care in Greece, a country where out-of-pocket health expenditure is higher than 
anywhere else in the European Union, whether as a proportion of GDP, as a share of 
all health spending, or in per capita terms. To facilitate comparison of model 
performance, household health expenditure is examined in two different 
specifications: expenditure on all health care (where zero values are rare) and 
expenditure on hospital services alone (where zero values are common). Three of the 
estimators performed almost equally well in terms of mean square error and mean 
absolute prediction error: a modified two-part model with non-linear least squares in 
the second part, a constant-variance generalized linear model, and a variance-
proportional-to-mean generalized linear model. The findings suggest that no estimator 
is best under all circumstances, while most alternative estimators produce similar 
results. The paper concludes by discussing implications for further research. 
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1. Introduction 

Health expenditure data are typically characterised by restricted range (i.e. no 

negative values), a number of zero values (that can be large, depending on the type of 

expenditure considered), as well as skewness (asymmetry) and kurtosis (i.e. heavy 

right tail). In the presence of these properties, estimation via ordinary least squares is 

biased and inefficient [Jones 2000]. 

Alternatives to ordinary least squares include two-part models [Duan et al. 

1983; Mullahy 1998; Manning 1998; Manning and Mullahy 2001; Deb and Trivedi 

2002; Buntin and Zaslavsky 2004], and generalized linear models [McCullagh and 

Nelder 1989; Blough et al. 1999; Basu et al. 2004; Buntin and Zaslavsky 2004; 

Manning et al. 2005; Cantoni and Ronchetti 2006]. Two-part models estimate first the 

probability of non-zero expenditure, and then its level conditional on non-zero 

expenditure. The dependent variable is commonly log-transformed before the second-

part estimation to accommodate skewness. On the other hand, generalized linear 

models directly model both the mean and variance functions on the original scale of 

the dependent variable. These two broad modelling approaches, with their various 

specifications, can produce a considerable number of alternative estimators. In this 

paper, we compare six estimators of household expenditure on health care in Greece. 

As the literature emphasizes that no estimator is “best” under all circumstances, to 

allow for the possibility that model performance is affected by data characteristics we 

compare two different dependent variables: expenditure on all health care and 

expenditure on hospital services. Our objective is to apply recent methodological 

insights to a different type of dataset than is commonly used, that is household rather 

than individual expenditure. 

The structure of the paper is as follows. The next section briefly describes the 

data. Section three explains the general methodology and presents the various models. 

Section four shows the results and compares alternative estimators. The final section 

concludes. 

 

2. Data 

The dataset used in this paper is drawn from the latest Household Budget 

Survey, conducted by the National Statistical Service of Greece over a 12-month 
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period (February 2004 to January 2005). The survey sample consists of 6,555 

households with 17,913 members. 

In the survey, expenditure on health care is recorded on a household not an 

individual basis. Our measure of expenditure on all health care includes spending on 

hospital services, physician fees, prescription costs, diagnostic tests and therapeutic 

devices, but excludes dental services. 

The 2004-05 Household Budget Survey found that average household 

expenditure on health care, defined as above, was €1,070 annually, equivalent to 6.3% 

of all household expenditure. Household expenditure on hospital care in particular 

was on average €228 a year (1.0% of all household expenditure). These sample means 

are broadly consistent with information from other sources [Mossialos et al. 2005], 

and confirm that out-of-pocket payments on health in Greece are very substantial (the 

highest, in fact, in the European Union). 

Table 1 indicates that household expenditure on health varies significantly 

with private medical insurance status, as privately insured households spend almost 

twice as much as not privately insured ones. Moreover, while health expenditure does 

rise with household income, its budget share declines – in view of the fact that high 

spending on health is common among low-income elderly households. As a matter of 

fact, with respect to household type, elderly households are shown to register high 

expenditure on health (budget shares of about 12% to 13%), and the same holds for 

families with newborn babies and very young children. Finally, as regards sickness 

fund affiliation, differences in health expenditure (especially in terms of budget 

shares) are rather pronounced, and probably reflect differences in membership 

composition as well as differences in health benefits between different funds. The 

case of the farmers’ fund seems to be emblematic of that: a high concentration of 

elderly members combines with a restricted range of benefits to allow ample scope for 

high household expenditure on health. 

As explained earlier, the paper focuses on two different dependent variables: 

expenditure on all health care and expenditure on hospital services. The distribution of 

these two variables differs considerably. As Table 2 shows, only 10.7% of all 

individuals in the survey have zero expenditure on any health care at all, while the 

proportion of individuals with zero expenditure on hospital services is as high as 
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83.2%. Similarly, whereas the top 1% of cases account for 14.0% of all health 

expenditure, in terms of expenditure on hospital care the top 1% of cases (ranked 

accordingly) account for 37.6% of the total. While average per capita expenditure is 

higher for all health care compared to hospital services alone (€392 vs. €83 

respectively per annum), the opposite is true if zero values are excluded (€438 vs. 

€495 a year). 

The distribution of household expenditure on all health care and on hospital 

services by centile is presented graphically in Figure 1. 

On the whole, our two dependent variables seem different enough to allow us 

to test the hypothesis that model performance depends on data characteristics. We 

now turn to the models themselves and the general methodology of the paper. 

 

3. Methodology 

Two broad approaches are compared here, two-part models vs. generalized 

linear models. These are briefly described below. 

 

3.1 Two-part models 

As a way to deal with the issue of zero values, two-part models are often used 

as an alternative to ordinary least squares. The first part predicts the probability of any 

expenditure and can be specified as probit or logit. 

In the latter case: 
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The second part of the model predicts the level of expenditure, conditional on 

its taking a non-zero value. Several specifications of this second part are possible, and 

some are discussed here. Estimates of predicted expenditure can be obtained by 

multiplying probabilities from the first part of the model by expected levels from the 

second part: 
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A common option for the second part of a two-part model is to use an OLS 

model with a log-transformed dependent variable [Duan et al. 1983; Mullahy 1998; 

Manning 1998]. The problem with that option is that predictions must then be 

retransformed back to the original scale (in our case, euros) to draw meaningful 

conclusions. If the log-scale error term is normally distributed, 

)
2
1exp();0|( 2σβ +=> xxyyE i

 (3) 

If the error term is not normally distributed, then Duan’s non-parametric smearing 

factor [Duan 1983], developed in the context of the RAND Health Insurance 

Experiment [Manning et al. 1987], can provide a consistent estimate of its expected 

value – provided the errors are not heteroskedastic. The smearing factor is the average 

of the exponential of the residuals from the OLS regression on the log-transformed 

dependent variable. 

)exp(1
1

i

n

in
εφ ∑

=

= , where  (4) βε ˆlog iii xy −=

The exponential of the predicted values are then multiplied by the smearing factor to 

obtain expected values on the original scale. 

φβ ××>= )ˆexp()|0(Pr)|( xxyobxyE  (5) 

However, if the error term is heteroskedastic, use of a single smearing factor is 

likely to bias the predictions. In the presence of heteroskedasticity, the solution to the 

retransformation problem would be either to employ multiple, group-specific 

smearing factors [Mullahy 1998; Manning 1998; Manning and Mullahy 2001], or to 

model the heteroskedasticity explicitly [Manning et al. 1987; Mullahy 1998; Manning 

1998; Manning and Mullahy 2001]. 

Since multiple smearing factors by sub-group can be difficult if the error term 

is heteroskedastic in relation to continuous or multiple covariates [Manning et al. 

1987], and since computation of the heteroskedastic retransformation can be 

cumbersome [Manning et al. 2005; Basu et al. 2004], another alternative would be to 

forego retransformation altogether in favour of a modified two-part model, in which 

the second part is a non-linear least squares model [Mullahy 1998], equivalent to a 

constant variance, generalized linear model (see below). In this case, 
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and, substituting from (1) and (6), 
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where exp(xα) is estimated via logit, and exp(xβ) is estimated via non-linear least 

squares. One advantage of this approach is that the elasticities have a very simple 

form [Mullahy 1998]: 

jjjjj xxxx βαπη +−= ))(1()(  (8) 

where (1–π(x))αjxj corresponds to the logit probability elasticity and βxj the 

exponential conditional means elasticity from non-linear least squares. 

 

3.2 Generalized linear models 

While a generalized linear model can be used in the second part of a modified 

two-part model, as above (as zero expenditures in the dataset pose no problem for 

fitting such a model), it can also be estimated on the entire sample. Generalized linear 

models accommodate skewness and related issues via variance-weighting rather than 

through transformation and retransformation. More specifically, such models 

explicitly specify a distribution that reflects the relationship between the mean and the 

variance, and a link function between the linear part xβ and the mean µ = E(y|x) on the 

original scale of the dependent variable. The mean function is represented as: 

E(y|x) = µ(xβ) (9) 

If the link function is the log, as is typically the case in health expenditure 

applications, then µ is the exponential function. 

With respect to the variance function, a commonly used family includes the 

power functions of the form: 

v(x) = κ(µ(xβ))λ (10) 

If λ = 0, the variance is constant; if λ = 1, the variance is proportional to the mean; 

and, if λ = 2, the variance is proportional to the mean squared (or the standard 

deviation is proportional to the mean). Although the residuals need not take these 

distributional forms (in fact, there is no reason to assume that λ should be an integer at 
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all), in this paper we estimate a family of generalized linear models for λ = 0, 1 and 2. 

In the case of all health expenditure, where non-zero values account for almost 90% 

of all observations, the one-part generalized linear model for λ = 0 is expected to yield 

rather similar estimates to the two-part model in which the second part is a non-linear 

least squares model. 

Choice of λ can also be made on a priori grounds with the help of the Park test 

[Manning and Mullahy 2001; Buntin and Zaslavsky 2004]. The Park test directly 

estimates the relationship between the mean and the variance by regressing the log-

transformed squared residuals from a provisional model (GLM or log-transformed 

OLS) on the log-transformed predictions (ŷ) from the same model: 

ln((yi –ŷi)2) = λ0 + λ1ln(ŷi) + vi (11) 

The coefficient λ1 corresponds to λ in (9), indicating which GLM variance function is 

most appropriate. 

 

3.3 The models under comparison 

In view of the preceding analysis, the paper uses six alternative estimators to 

model household expenditure on health care in Greece: 

• 2 two-part models, denoted as 2PM (logit plus OLS with log-transformed y 

and Duan’s non-parametric smearing factor) and M2PM (logit plus NLS) 

respectively, and 

• 3 GLM models, denoted as GLMλ (for λ = 0, 1, 2).  

• 1 standard, one-part, ordinary least squares model, denoted as OLS, 

Despite its well-known failings, the latter model is estimated without a transformation 

of the dependent variable (i.e. on the original scale of y) and is presented alongside the 

other models for comparison. 

To facilitate comparisons between estimators, all models use a common set of 

regressors. These include household characteristics such as demographic structure, 

(logarithm of) equivalent income, private medical insurance status, sickness fund 

affiliation, education and location, as well as a number of interaction terms. 
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Model selection was based on the procedure described in the following 

section. 

 

4. Results 

A histogram of the log-transformed non-zero data seemed to approach near 

symmetry, much more than was the case with the non-transformed data. This suggests 

that 2PM (the two-part log-transformed OLS model) could be a good estimator. Our 

estimate of Duan’s smearing factor was 1.87 for all health expenditure and 1.93 for 

hospital expenditure only, falling within the expected range of 1.5 and 4.0 [Duan 

1983]. 

Nonetheless, as explained in the previous section, the standard 2PM will yield 

biased estimates unless the homoskedasticity hypothesis holds (i.e. the variance of the 

errors is unrelated to the predictions). Testing for heteroskedasticity rejected the null 

hypothesis, and at a very high level of statistical significance (0.0001 and 0.0020 for 

all health expenditure and hospital expenditure respectively). Repeating the test after 

substituting standardized or studentized residuals, as has been recently suggested 

[Manning et al. 2005], did not substantially alter the basic finding that 

homoskedasticity is rejected. In view of that, results for the 2PM are not shown here 

(though are available on request). 

Turning to GLM, testing for kurtosis produced scores of 3.08 for all health 

expenditure and 2.86 for hospital expenditure, both log transformed. The fact that 

these scores are both reasonably close to 3, the value for the normal distribution, 

suggests that the common practice of assuming a log link function between the linear 

part xβ and the mean µ = E(y|x) can be justified. 

To determine the variance function a priori we performed the Park test by 

actually estimating both provisional models described in the previous section. In the 

case of all health expenditure, the log-transformed OLS provisional model produced 

an estimate of λ = 1.67, while the provisional GLM model estimated λ = 1.52. In the 

case of hospital expenditure, the estimates for λ were 1.89 and 1.73 respectively. A 

modified Park test, using Gamma regression as has also been recently suggested 

[Manning et al. 2005], gave very similar λ values. These results seem to suggest that 

the constant variance model (λ = 0) would not be a good candidate, and that the best 
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model fall somewhere between the variance proportional to the mean (λ = 1) and the 

variance proportional to the mean squared (λ = 2) models. 

In order formally to evaluate model performance we computed the mean 

square error, the mean prediction error and the mean absolute prediction error for the 

remaining five models and for both dependent variables. The results are shown in 

Table 3. 

In terms of mean square error, GLM0 (the constant variance model) seemed to 

perform best, closely followed by M2PM. That was also the case with respect to the 

mean absolute prediction error for hospital expenditure – though not for all health 

expenditure, where it was GLM1 (i.e. the variance proportional to mean model) that 

seemed to perform best, closely followed in its turn by M2PM and GLM0. In terms of 

mean prediction error, a weaker criterion of fit, GLM1 appeared again to do better 

than M2PM and GLM0. Overall, in stark contrast to what might have been expected 

on the basis of the Park test, GLM2 (the variance proportional to mean squared model) 

was clearly outperformed by all other models shown here. 

On the whole, the different models estimated here seem hard to distinguish. 

This is particularly evident in Figure 2, where ratios of actual to predicted expenditure 

on all health care by centile of actual expenditure are plotted for the alternative 

estimators. As is usually the case with exercises of this kind, all models over-predict 

actual expenditure where the latter is zero (centiles 1-11) or low (centiles 12-72), and 

under-predict it where it is high (centiles 73-100) – and especially where actual 

expenditure is very high (centiles 92-100), in which case the ratio of actual to 

predicted expenditure rises above 2.0 to reach 6.0 (or 6.7 in the case of the OLS 

model). 

Figure 3 presents ratios of actual to predicted expenditure on hospital care by 

centile of actual expenditure. In this case too, although the predictions of alternative 

estimators differ more clearly, the same pattern of the models over-predicting actual 

expenditure where it is zero or low, and under-predicting it where it is high, is clearly 

manifest. In the case of hospital care the ratio of actual to predicted expenditure 

reaches 5.0 by the 99th centile, and rises sharply higher still in the 100th (top) centile 

of actual expenditure. 

 12



 

If the objective of the paper had been to draw inferences and test hypotheses 

about the effects of household characteristics on health expenditure, the estimated 

coefficients from the various models would also have to be compared. While this is 

straightforward for generalized linear models, direct comparisons are not possible for 

different models (such as the M2PM estimated here).  

As Table 4 indicates, the coefficient estimates are indeed fairly similar across 

the three generalized linear models. As might have been expected on a priori grounds, 

the coefficients of the income, private insurance and demographic variables (for the 

age groups 0-6 and 55+) are positive and mostly significant, especially for all health 

expenditure. In contrast, the coefficients had opposite signs or were less significant in 

the case of the sickness fund, education and location variables. More research is 

needed to establish if an adjustment of the link or the variance function might improve 

fit. 

 

5. Conclusion 

The objective of the paper was to draw on recent methodological insights to 

model household – rather than individual – expenditure on health care in Greece. Six 

alternative estimators were tested, including two-part models and generalized linear 

models. To reflect the fact that no estimator is “best” under all circumstances, and to 

allow for the possibility that model performance can be affected by data 

characteristics, two different dependent variables were employed: expenditure on all 

health care (where only 11% of cases in the sample had zero expenditure) and 

expenditure on hospital services alone (where only 17% of cases had non-zero 

expenditure). Tests for heteroskedasticity, skewness and kurtosis, as well as for the 

variance function of the generalized linear models (Park test) were also carried out. 

Our results appear to support the finding that most alternative estimators often 

produce very similar results in practice [Buntin and Zaslavsky 2004]. More 

specifically, three of our estimators, namely M2PM (a modified two-part model in 

which the second part is a non-linear least squares model), GLM0 and GLM1 (the 

generalized linear models for λ = 0 and λ = 1 respectively), seemed on the whole to 

perform equally well in terms of our main criteria of fit, mean square error and mean 

absolute prediction error. With expenditure on all health care as the dependent 
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variable, GLM1 did slightly better in terms of mean absolute prediction error, while 

M2PM and GLM0 did (again, slightly) better in terms of mean square error. In 

proportional terms, the score differences between the three estimators were below 

0.3% in the case of mean absolute prediction error and less than 2.1% in the case of 

mean square error. In contrast, the performance of the generalized linear model a 

priori favoured by the Park test, GLM2 (the variance proportional to mean squared 

model, for λ = 2) appeared to be distinctly inferior to that of all other models.  

Several extensions to this work are possible. Cross-validation, fitting the 

models to one part of the sample to assess predictive accuracy on the remaining part, 

is a useful antidote to over-fitting. An interest in response to covariates would require 

a stronger focus on the interpretation of regression coefficients, and might lead to a 

reassessment of the relative performance of different models. Furthermore, alternative 

estimators can also be compared in terms of their accuracy in predicting average 

expected expenditure of meaningful and policy relevant sub-samples (e.g. population 

groups differentiated by sickness fund affiliation). Such issues lie well beyond the 

scope of this paper, but we do intend to tackle many, if not all, of these in future 

research. 
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Table 1: Household characteristics and health expenditure 

Population share All health expenditure Expenditure on hospital care 
% of % of mean (€ p.a.) budget share mean (€ p.a.) budget share 

household type  
couple with 1 child aged 0-1 1.3 1.4 1,268 12.7 722 7.3
couple with 1 child aged 2-6 2.6 2.8 365 4.0 60 0.7
couple with 1 child aged 7-13 2.1 2.3 301 3.2 72 0.8
couple with 2 children aged 0-1, 2-6 1.2 1.8 891 12.0 457 6.2
couple with 2 children both aged 2-6 1.1 1.6 271 3.7 31 0.4
couple with 2 children both aged 7-13 2.1 3.1 159 2.2 18 0.3
single adult aged under 65 9.3 3.4 624 4.3 125 0.9
couple both aged under 65 7.9 5.8 515 4.6 74 0.7
single adult aged 65+ 11.6 4.2 884 11.4 104 1.3
elderly couple both aged 65+ 10.6 7.8 669 11.3 126 2.1
other household types 50.2 65.8 315 4.1 64 0.8

household equivalent income  
low 25.0 24.5 400 7.7 55 1.1
middle  50.0 51.1 438 5.8 87 1.1
high  25.0 24.4 641 4.7 145 1.1

private medical insurance status  
privately insured 7.1 8.3 751 5.9 235 1.8
not privately insured 92.9 91.7 459 5.6 83 1.0

sickness fund affiliation  
employee  34.0 31.3 475 5.8 84 1.0
farmer  13.6 11.2 498 9.3 57 1.1
government  8.7 7.6 522 4.8 123 1.1
self-employed 6.2 6.2 578 5.9 131 1.3
other  37.5 43.6 609 5.4 145 1.3

all  100.0 100.0 479 5.6 93 1.1
Note: Health expenditure figures are household member averages (i.e. per capita). 
 



 

Table 2: Distribution of dependent variables 

y1 = all health expenditure y2 = expenditure on hospital care 
 % of all 

expenditure mean (€ p.a.) mean (€ p.a.) mean (€ p.a.) 

top 0.1% of cases 4.0% 19,420 13.9% 13,499 
top 1% of cases 14.8% 7,096 43.5% 4,032 
top 10% of cases 49.8% 2,386 95.4% 892 
top 25% of cases 73.9% 1,417 100.0% 374 
top 50% of cases 92.2% 884 100.0% 187 
all cases 100.0% 479 100.0% 93 

cases with zero expenditure (% of all cases) 11.1% 84.8% 
mean expenditure of non-zero cases (€ p.a.) 539 614 
Notes: Cases were ranked separately by the value of each dependent variable. 

 Health expenditure figures are household member averages (i.e. per capita). 
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Table 3: Comparison of model performance 

y1 = all health expenditure Mean square error (×106) Mean absolute prediction error R2

log OLS  3.53   818.00 0.13
M2PM    3.12 916.17 0.16
GLM0 3.12   916.63 0.16
GLM1 3.19   913.93 0.14
GLM2 3.34   923.87 0.10

y2 = expenditure on hospital care Mean square error (×106) Mean absolute prediction error R2

log OLS  1.48   749.91 0.15
M2PM    1.08 303.75 0.16
GLM0 1.02   285.49 0.20
GLM1 1.13   332.79 0.12
GLM2 5.44   437.23 0.03
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Table 4a: Coefficient estimates 

y1 = all health expenditure 
 OLS of y on x’s   Modified two-part model One-part generalized linear models 
Explanatory variable βi’s from OLS βi’s from logit βi’s from NLS βi’s from GLM0 βi’s from GLM1 βi’s from GLM2

Demographics 
no. of female members aged 0-1 2,521.90 ** 3.19 ** 1.02 ** 1.11 ** 1.23 ** 1.40 ** 
no. of female members aged 2-6 140.58  0.23  0.07  0.08  0.15  0.18 * 
no. of female members aged 7-13 -127.77  0.09  -0.49 ** -0.41  -0.10  -0.04 * 
no. of female members aged 14-18 24.48  0.29 * -0.07  -0.01  0.00  0.05 * 
no. of female members aged 19-24 -39.00  0.30 * -0.29 ** -0.22  -0.03  0.02  
no. of female members aged 25-34 160.45 * 0.37 ** 0.22 ** 0.24  0.15 * 0.19 ** 
no. of female members aged 35-44 176.84 * 0.18  0.12  0.10  0.14  0.15 * 
no. of female members aged 45-54 207.15 ** 0.28 * 0.15 * 0.10  0.17  0.29 ** 
no. of female members aged 55-64 221.67 ** 0.56 ** 0.10  0.09  0.19 * 0.29 ** 
no. of female members aged 65-74 402.44 ** 0.85 ** 0.35 ** 0.40  0.36 ** 0.42 ** 
no. of female members aged 75-84 573.85 ** 1.34 ** 0.47 ** 0.50  0.50 ** 0.55 ** 
no. of female members aged 85+ 360.96 ** 1.20 ** 0.29 * 0.37  0.31 ** 0.41 ** 

no. of male members aged 0-1 2,277.21 ** 3.55 ** 0.90 ** 0.96 ** 1.17 ** 1.35 ** 
no. of male members aged 2-6 181.54 * 0.35 * 0.22 ** 0.26  0.16 * 0.19 ** 
no. of male members aged 7-13 62.45  0.18  0.08  0.04  0.06  0.07 * 
no. of male members aged 14-18 28.50  0.19  -0.07  -0.11  0.02  0.09 * 
no. of male members aged 19-24 -88.98  0.13  -0.07  0.00  -0.10  -0.09 * 
no. of male members aged 25-34 27.73  -0.25 * 0.00  -0.04  0.03  0.01  
no. of male members aged 35-44 16.89  -0.20  0.03  0.03  0.01  0.01  
no. of male members aged 45-54 116.51  -0.12  0.17 * 0.13  0.11  0.04  
no. of male members aged 55-64 74.52  -0.08  -0.12  -0.22  0.06  0.12 * 
no. of male members aged 65-74 243.36 ** 0.18  0.06  -0.03  0.23 ** 0.32 ** 
no. of male members aged 75-84 436.41 ** 0.39  0.31 ** 0.30  0.38 ** 0.43 ** 
no. of male members aged 85+ 309.35  1.23 * 0.18  0.18  0.28 ** 0.35 ** 

Continue in the next page 
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y1 = all health expenditure 
 OLS of y on x’s   Modified two-part model One-part generalized linear models 
Explanatory variable βi’s from OLS βi’s from logit βi’s from NLS βi’s from GLM0 βi’s from GLM1 βi’s from GLM2

household income 
log equivalent income       439.11 ** 0.16 0.57 ** 0.62 0.40 ** 0.38 **

private medical insurance status 
privately insured 850.98 **      1.18 ** 0.54 ** 0.61 0.54 ** 0.51 **

sickness fund affiliation  
farmer -20.51       -0.50 -0.07 -0.25 -0.24 -0.14
government       -162.49 -0.11 -0.19 -0.21 -0.15 -0.16
self-employed       423.39 0.08 0.29 0.31 0.35 0.36 *
other -136.40       -0.30 -0.26 -0.30 -0.15 -0.06
uninsured       215.41 -0.84 0.51 0.53 0.19 0.02
employee + farmer -201.46  0.12  -0.27  -0.17  -0.17  -0.24 * 
employee + government       -102.50 -0.65 0.00 -0.08 -0.09 -0.17 *
employee + self-employed -152.60  -0.57  0.16  0.21  -0.14  -0.30 * 
employee + other -533.71  -0.98  -0.43  -0.39  -0.77 * -1.00 ** 

Education 
no. of schooling years 12+ 235.08  -0.40  0.17  0.05  0.24  0.14 * 
no. of schooling years 10-12 358.82 ** -0.11  0.53 ** 0.54  0.39 ** 0.28 ** 
no. of schooling years 6-8 249.38 * -0.10  0.26  0.29  0.26 ** 0.23 * 
no. of schooling years 0-5 344.36 * 0.25  0.30 * 0.36  0.37 ** 0.35 ** 
currently in education       173.57 -0.43 -0.21 -0.37 -0.49 -0.56 *

Location 
urban       73.29 0.10 -0.14 * -0.15 0.07 0.08 *
rural       53.54 -0.07 0.07 0.01 0.05 0.07 *

constant       -2,866.06 ** 0.32 2.46 ** 2.04 3.31 ** 3.37 **

Notes: Coefficient estimates for interaction terms suppressed. (**) and (*) indicate statistical significance at the 0.01 and 0.05 level respectively. 
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Table 4b: Coefficient estimates 

y2 = expenditure on hospital care 
 OLS of y on x’s   Modified two-part model One-part generalized linear models 
Explanatory variable βi’s from OLS βi’s from logit βi’s from NLS βi’s from GLM0 βi’s from GLM1 βi’s from GLM2

Demographics 
no. of female members aged 0-1 1,585.55 ** 3.97 ** 0.56 ** 0.05  2.11 ** 1.98 ** 
no. of female members aged 2-6 -41.86  0.11  0.02  -0.44 * 0.15  -0.02  
no. of female members aged 7-13 -43.56  0.24 * -0.14  -1.34 ** -0.02  -0.12  
no. of female members aged 14-18 -47.23  0.15  0.03  -1.60 * -1.22  -0.37 * 
no. of female members aged 19-24 -45.79  -0.25  -0.04  -0.35  -0.73  -0.23  
no. of female members aged 25-34 47.72  0.07  0.41 ** 0.51 * -0.34  0.28  
no. of female members aged 35-44 51.58  -0.08  0.43 ** 0.83 ** -0.72  0.19  
no. of female members aged 45-54 1.43  0.22  0.00  -0.61 * -2.07  -0.06  
no. of female members aged 55-64 47.62  0.34 * 0.31 * -0.05  -0.73  0.27  
no. of female members aged 65-74 81.91  0.54 ** 0.26  0.29  0.15  0.39  
no. of female members aged 75-84 100.56 * 0.79 ** 0.12  0.04  -0.36  0.50 * 
no. of female members aged 85+ -17.27  0.18  -0.19  -0.75  -0.76  -0.32  

no. of male members aged 0-1 1,482.62 ** 4.24 ** 0.48 ** -0.45 ** 1.94  1.96 ** 
no. of male members aged 2-6 -31.62  -0.04  -0.14  0.19  -0.66  -0.01  
no. of male members aged 7-13 -2.15  0.11  -0.07  -0.82 ** 0.22  0.00  
no. of male members aged 14-18 -2.09  0.19  -0.22  0.30  -0.87  -0.03  
no. of male members aged 19-24 -49.80  -0.03  -0.13  -2.87 * -0.66  -0.40  
no. of male members aged 25-34 -20.40  -0.08  0.16  0.22  0.01  0.00  
no. of male members aged 35-44 34.01  0.12  0.22  0.14  -0.55  0.12  
no. of male members aged 45-54 50.04  0.11  -0.05  0.60 ** 0.61  0.29  
no. of male members aged 55-64 1.87  0.20  -0.18  -0.13  -0.77  0.00  
no. of male members aged 65-74 28.58  0.25  0.05  -0.13  -0.91  0.16  
no. of male members aged 75-84 109.26 * 0.35 * 0.29  0.99 ** 0.44  0.49 * 
no. of male members aged 85+ -39.26  0.11  -0.01  -0.50  -1.30  -0.40  

Continue in the next page 
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y2 = expenditure on hospital care 
 OLS of y on x’s   Modified two-part model One-part generalized linear models 
Explanatory variable βi’s from OLS βi’s from logit βi’s from NLS βi’s from GLM0 βi’s from GLM1 βi’s from GLM2

household income 
log equivalent income 97.93 ** 0.06  0.23 * 1.37 ** 0.74  0.37 ** 

private medical insurance status 
privately insured 249.35 ** 0.57 ** 0.38 * 0.29  0.22  0.62 ** 

sickness fund affiliation  
farmer -28.29       -0.02 -0.17 -0.13 -0.67 -0.34
government       32.27 0.38 * 0.01 -0.48 0.05 0.21
self-employed       37.72 0.02 0.03 -0.26 0.19 0.21
other -64.85       0.10 -0.17 -1.56 -0.82 -0.48
uninsured       -0.96 -0.27 0.22 -1.30 -0.98 -0.49
employee + farmer 2.87  0.29  -0.13  -1.31 * -0.25  -0.02  
employee + government -7.20  -0.40  0.12  -0.45  0.56  0.02  
employee + self-employed 40.58  0.49 * -0.34  -0.23  0.90  0.21  
employee + other 72.31  0.15  -0.04  -0.60  -0.86  0.18  

Education 
no. of schooling years 12+ 125.84 * 0.26  0.44 ** -0.28  1.65  0.47  
no. of schooling years 10-12 69.09  0.08  0.29 * -0.62 ** 1.88  0.35  
no. of schooling years 6-8 89.11  0.26  0.23  -0.50 * 1.60  0.35  
no. of schooling years 0-5 90.60  0.32  0.17  -0.38  1.26  0.34  
currently in education       122.05 -1.80 * 2.15 * 2.83 ** 1.12 -0.20

Location 
urban       34.27 0.12 0.14 -0.55 ** 0.22 0.10
rural       40.25 -0.03 0.05 -1.13 ** -0.25 0.20

constant       -706.67 ** -3.28 ** 4.16 ** -1.98 -1.49 1.67

Notes: Coefficient estimates for interaction terms suppressed. (**) and (*) indicate statistical significance at the 0.01 and 0.05 level respectively.
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Figure 1 

Distribution of household expenditure on health by centile
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Figure 2 

Mean predictions of alternative estimators relative to actual expenditure
(y1 = all health expenditure)
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Mean predictions of alternative estimators relative to actual expenditure
(y2 = hospital expenditure)
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Figure 3 
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