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1 INTRODUCTION 

Economic theory suggests that it is important
to study and analyse the consumption and sav-
ing behaviour of households.1 Consumption,
the largest component of aggregate demand,
has an impact on total demand; thus, changes
in consumption cause fluctuations in economic
activity. Moreover, the saving rate determines
the economy’s capital stock, which in turn
influences the transition to a steady state and
the future growth potential of an economy.
Household saving rates differ across European
Union (EU) countries, and various studies
point out the heterogeneity observed in the
saving behaviour among EU households (see
Rocher and Stierle 2015 and ECB 2016).
Greece is among the countries with a negative
saving rate. 

Households’ consumption and saving behav-
iour has been studied according to several eco-
nomic theories, such as the permanent income
hypothesis, the life cycle hypothesis, the socio-
demographic hypotheses, uncertainty, etc.
Research uses macroeconomic and microeco-
nomic data to study and analyse households’
saving/consumption behaviour and employs
econometric models to estimate the economic
relationships among the variables. 

Economists examine the underlying factors of
household consumption, such as disposable
income, pointing out that its increase leads to
an increase in consumption and vice-versa.
Moreover in the economic literature, wealth is
identified as another factor that affects house-
holds’ consumption behaviour. Households
possess financial assets (currency in circula-
tion, deposits, shares, etc.) and non-financial
assets (such as houses, equipment, etc.), which

together make up their total wealth. When the
value of these assets increases, households per-
ceive themselves as wealthier and tend to con-
sume more. Therefore, disposable income and
wealth are the key determinants of household
consumption. 

Empirical findings regarding wealth effects on
consumption vary across countries and across
periods. However, it is recognised that an
investigation of such effects needs to distin-
guish between financial and non-financial
wealth (see Cussen and Phelan 2010). Empir-
ical evidence implies that financial wealth has
an impact on consumption in the euro area,
while non-financial assets may not play a sig-
nificant role (see Skudelny 2009). Other papers
show that non-financial (real) wealth affects
household consumption in the United States
and the United Kingdom, probably reflecting
deeper housing markets. A recent study on
euro area countries has shown that both finan-
cial and real wealth have a positive effect on
consumption, but the impact of financial assets
is stronger than that of real assets (see De
Bonis and Silvestrini 2012). 

Recent contributions to international litera-
ture underline the role of deleveraging in
household saving and consumption. Specifi-
cally, it is argued that the increased household
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deleveraging observed in the recent period has
been associated with higher saving and lower
consumption (see McCarthy and McQuinn
2014, Glick and Lansing 2010). However, more
recent empirical research suggests that the
deleveraging effects on household consump-
tion and saving are strongly heterogeneous
across countries and are closely linked with the
financial conditions prevailing in each country
(see Bouis 2015). 

While disposable income and wealth and their
relationship with consumption and saving have
been extensively analysed in international lit-
erature, studies focusing on the case of Greece
are scarce, and a comprehensive analysis of
household financial wealth is not available as
yet. The econometric investigation of the
above relationship is beyond the scope of this
article, which analyses household financial
wealth and examines its evolution over time,
with particular emphasis on the recent period.
In addition, an in-depth analysis of the com-
ponents of net financial wealth, i.e. assets and
liabilities, as well as their composition, is per-
formed. In the context of this analysis, the
changes in the size of household financial
assets and liabilities are decomposed into those
stemming from: (a) transactions (e.g. change
in investment choices in the case of assets or
debt increase/decrease in the case of liabili-
ties); (b) changes in the valuation of assets/lia-
bilities (valuation gains/losses); or (c) a com-
bination of the above. 

The sections below analyse Greek households’
saving behaviour, initially through the inter-
action between investment and debt and sub-
sequently through the interaction between con-
sumption and disposable income. To this end,
saving is measured by two different methods,
each based on a different statistical source.
The first method is based on financial
accounts, whereby the financial definition of
saving is derived. The second method uses data
from non-financial (national) accounts, on the
basis of which the non-financial (traditional)
definition of saving is derived. Finally, a brief
review of the evolution of disposable income

and its components, as well as of the evolution
of household real final consumption expendi-
ture by functional purpose is performed, focus-
ing mainly on the recent period. 

The data used in this article are drawn from
the Statistical Data Warehouse of the Euro-
pean Central Bank (ECB), specifically the
quarterly accounts of the euro area (Euro Area
Accounts, EAA), which provide detailed infor-
mation on income, expenditure, financing and
investment for the institutional sectors of each
country (households, non-financial corpora-
tions, general government, financial corpora-
tions and the external sector). These EAA are
produced by integrating the quarterly non-
financial (national) accounts with the quarterly
financial accounts (central bank data) by insti-
tutional sector and for all EU countries, while
their reliability, consistency and comparability
are ensured by the European System of
National and Regional Accounts (ESA 2010).2

It is the first time that these data are used in
Greece for a study and analysis of household
financial wealth and saving behaviour through
the interaction of investment and debt. 

The remainder of the article is structured as fol-
lows: Section 2 presents the evolution over time
of Greek households’ net financial wealth and
how it has been affected by the recent crisis.
Section 3 looks at the composition of the house-
hold asset portfolio and examines the relative
contributions of transactions and asset valua-
tions to changes in household assets. Section 4
analyses the components of household liabili-
ties and examines the relative contributions of
transactions and valuations to changes in house-
hold liabilities. Section 5 provides the financial
and non-financial definition of saving. Section
6 examines disposable income and its compo-
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resulting from the production activity, the income flows generated
by this process and their uses within the economy. On the other
hand, financial accounts describe the stocks of financial assets and
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as the deficit (or surplus) created by income and expenditure in
non-financial accounts appears on the financial side as a decrease
(increase) in financial assets and/or an increase (decrease) in
liabilities (https://www.ecb.europa.eu/stats/prices/acc/html/
index.en.html).



nents and Section 7 provides an overview of the
evolution of households’ real consumption
expenditure by functional purpose. Finally, Sec-
tion 8 summarises and concludes. 

2 EVOLUTION OF HOUSEHOLD NET FINANCIAL
WEALTH 

Chart 1 shows the evolution of Greek house-
holds’ net financial wealth, which is defined,
according to ESA 2010, as the difference
between total assets and liabilities, during the
period from the first quarter of 2002 to the first
quarter of 2016. 

The period under review can be divided into
three subperiods: 

(a) The first subperiod is between the first
quarter of 2002 and the fourth quarter of 2007,
when Greek households’ net financial wealth
rose by 30.4% (average annual rate of change
for that period: 2.6%). This rise occurred as

the combined result of increases in total house-
hold assets (up by 69.0%, or 7.3% in average
annual terms) and of total liabilities (up by
254.1%,3 or 24.8% in average annual terms).
Thus, in the fourth quarter of 2007, net finan-
cial wealth came to €217.5 billion. 

(b) The second subperiod is between the first
quarter of 2008 and the second quarter of
2012, when household total liabilities contin-
ued to increase (up by 21.7%, or 5.9% in aver-
age annual terms), while at the same time their
total assets decreased (-33.8%, or -7.6% on
average annually), as the upward trend in the
prices of their financial assets had been
reversed in the context of the financial crisis
that evolved into a debt crisis. As a result, by
the second quarter of 2012 net financial wealth
had declined by 65.3% (18.4% on average
annually) compared with the first quarter of
2008, to stand at €75.6 billion. 
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(c) The third subperiod lasts from the third
quarter of 2012 to the first quarter of 2016,
when household total liabilities decreased 
(-20.9%, or -5.2% in average annual terms),
while their total assets increased (+12.9%, or
3.4% on average annually). The combined out-
come of these divergent developments was a
positive impact on household net wealth, which
increased by 79.8% (16.4% in average annual
terms) relative to the third quarter of 2012 and
came to €135.9 billion in the first quarter of
2016. Overall, between the first quarter of 2008
and the first quarter of 2016, household net
financial wealth declined by 37.5%. 

Sections 3 and 4 below discuss in more detail
the components of net financial wealth, i.e.
assets and liabilities. 

3 ANALYSIS OF HOUSEHOLD ASSETS 

Economic theory argues that the value of the
household portfolio, whether it refers to real
assets (houses) or financial assets (shares,
bonds, deposits, etc.), is influenced by a num-
ber of factors, including the macroeconomic
environment, changes in real estate prices, the
international economic environment, etc. In
particular, declines in real estate prices, the
financial crisis, an uncertain political envi-
ronment, as well as the recessionary phase of
the business cycle are expected to have an
adverse effect on the value of the household
portfolio. This section analyses household
financial wealth.4

According to international literature, the
interaction of the aforementioned factors
motivates households to restructure their port-
folios in an effort to preserve the value of their
assets and limit, to the extent possible, impair-
ments (see Arrondel et al. 2014, Cussen and
Phelan 2010, Cussen et al. 2012 and Cooper
2013). This restructuring occurs either directly
as a result of transactions, i.e. acquisition of
new assets or sale of assets already possessed
by households (shares, bonds, deposits, etc.) or
a targeted shift from high-risk financial assets

to less risky ones, or indirectly through
changes in the value of financial assets, i.e.
asset and exchange rate revaluations/devalu-
ations, reclassifications, etc. 

The analysis of the changing composition of
household portfolios over time is important, as
it reflects what part of these changes is due to
transactions (investment choices) and what
part is due to valuation adjustments. In the for-
mer case, information is derived on the house-
hold investment pattern, namely the risk, yield
and liquidity preferences of households, and its
changes. In the latter case, the focus is on the
impact of the macroeconomic environment
and stock exchange fluctuations on changes in
the value of the household portfolio, hence in
its composition. 

A recent study by Cussen et al. (2012) exam-
ines, among other things, the behaviour of
households from 24 EU countries during the
recent financial crisis. The authors find that in
2008 almost all households in the sample5

shifted towards safer assets, such as currency
and deposits, away from shares and other
equity, thus showing a clear preference for less
risky/lower-yield and more liquid assets. 

3A COMPOSITION AND RESTRUCTURING OF THE
HOUSEHOLD ASSET PORTFOLIO 

Charts 2 and 3 illustrate the impact of macro-
economic conditions and the recent financial
crisis on the restructuring of Greek house-
holds’ asset portfolio. 

As shown in Chart 2, prior to the financial cri-
sis (average of the period from the first quarter
2002 to the fourth quarter 2007), the composi-
tion of the household financial asset portfolio
was as follows: shares and other equity: 21.5%;
debt securities: 12.3%; investment fund shares:
8.8%; and deposits: 48.5%, demonstrating
Greek households’ preference for conservative
investment options. The role of the remaining
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categories, such as currency, insurance techni-
cal reserves and other accounts receivable/
payable, was insignificant (see Zarco 2009). 

After the onset of the financial crisis, risk aver-
sion and a restructuring of the household port-
folio can be observed, with a strong shift to
safer and more liquid financial assets, such as
deposits, and a marked decline in shares and
other equity, debt securities and mutual fund
shares/units as a percentage of the stock of
household financial assets. Furthermore, in
periods of heightened uncertainty in Greece,
even deposits lost their attractiveness and cur-
rency holdings tended to increase. 

In more detail, Chart 3 depicts the composition
of the household asset portfolio at four distinct
points in time. 

(a) Before the financial crisis (specifically in
the fourth quarter of 2007), shares and other
equity, debt securities and investment fund

shares together accounted for 40.2% of total
assets. Deposits represented a percentage of
49.0%, which is particularly high considering
the favourable macroeconomic environment at
the time, indicating risk aversion on the part of
Greek households, which favoured safer and
more liquid asset holdings. Currency
accounted for a negligible percentage (3.2%). 

(b) At the peak of the financial crisis in the sec-
ond quarter of 2012, economic uncertainty
increased households’ propensity to hoard,
resulting in a substantial increase in the rela-
tive weight of currency, from 3.2% of total
assets before the crisis to 17.6%. The relative
weight of deposits rose from 49.0% to 59.7%,
mainly at the expense of shares and other
equity, which fell to 3.9% from 26.9%, and
debt securities, which fell to 6.3% from 8.3%
of total assets. 

(c) In the first quarter of 2014, while shares
and other equity and deposits remained
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broadly unchanged as a percentage of total
assets relative to the pre-crisis period (at
26.7% and 49.3%, respectively), the percent-
age of currency increased to 10.3% from 3.2%)
and that of debt securities fell to 1.4% from
8.3%. 

(d) The recent picture of the household port-
folio (first quarter of 2016) reflects a new
increase in the percentage of currency hold-
ings, to 17.1% from 10.3% in the first quarter
of 2014, and a decline in the percentage of
shares and other equity to 18.1% from 26.7%.
Deposits remained almost unchanged as a per-
centage of total assets compared with the first
quarter of 2014. 

3B ANALYSIS OF HOUSEHOLDS’ INVESTMENT
CHOICES (TRANSACTIONS) 

As mentioned above, the analysis of transac-
tions focuses on the factors that can influence

households’ investment decisions and overall
behaviour under the prevailing economic cir-
cumstances, especially in crisis periods. In par-
ticular, the financial crisis motivates house-
holds to invest in more liquid and less risky
assets, in an effort to reduce their exposure to
future stock exchange fluctuations and miti-
gate any further financial wealth losses. More-
over, households’ reduced risk tolerance is
reflected in their shift to safer assets, which can
also be used to hedge risky assets in their port-
folio. The changes in the value of assets due to
transactions are shown in Charts 4 and 5. 

Specifically, Chart 46 shows household invest-
ment in fixed assets (mainly houses),7 repre-
senting a major share of total investment
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charts, in order to smooth out the seasonality of the series.

7 Houses account for the bulk of household gross capital formation,
which also includes purchases of equipment by sole proprietors, as
well as cultivated assets (ESA 2010).



before the crisis, as well as in financial assets,
between the first quarter of 2006 and the first
quarter of 2016. 

Households seem to have reduced their resi-
dential investment starting from the first quar-
ter of 2008, i.e. half a year before real estate
prices began to decline. Subsequently, in line
with the continued downward trend of real
estate prices, residential investment fell dra-
matically, to €1.2 billion in the first quarter of
2016 from €8.1 billion in the first quarter of
2008, in terms of four-quarter moving sums.8

Besides, the decline in household financial
investment started from the third quarter of
2007 and intensified as from the first quarter
of 2009, on the backdrop of rising unemploy-
ment and shrinking household disposable
income. 

Furthermore, Chart 5 shows the composition
of household investment flows (transactions in
assets), in four-quarter moving average
terms.9

In the period before 2009, deposits were the
preferred investment instrument for house-
holds, suggesting their caution towards risky
assets. Similar findings are reported in a Euro-
stat study on the financial assets and liabilities
of households in the EU, according to which,
in 2007, Greece had the second highest share,
after Slovakia, of currency and deposits in the
total financial portfolio of households (see
Zarco 2009). 

Next in households’ preferences, and reflect-
ing a search of higher yield associated with
higher corresponding risk, came investment in
shares and other equity, followed by debt secu-
rities. Insurance technical reserves were very
low, as were also households’ currency hold-
ings. It is worth noting that, even the period of
strong economic growth in Greece (2004-2007)
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of Greece (June 2016), the cumulative decline in the average level
of house prices between the onset of the economic crisis in 2008
and the first quarter of 2016 was close to 41.3% in nominal terms.

9 It should be noted that investment in deposits, debt securities,
shares and investment fund shares also includes those held abroad.



saw household portfolio shifts away from
investment fund shares, whose yields were seen
as less attractive. 

This picture changed markedly following the
onset of the economic crisis, when house-
holds, more manifestly as from early 2010,
tended to withdraw deposits and increase
their currency holdings amid an adverse eco-
nomic environment and heightened economic
uncertainty. At the same time, they drastically
reduced their net investment in shares and
debt securities10 and virtually eliminated their
net investment in insurance products. House-
holds’ strong shift to safer assets may also
reflect, apart from their increased risk aver-
sion under conditions of high uncertainty, the
need to hedge risky assets already held in their
portfolio. 

In the first half of 2015, amid mounting eco-
nomic uncertainty as a result of protracted

negotiations with Greece’s creditors, house-
holds proceeded to mass deposit withdrawals,
while at the same time increasing their cur-
rency holdings (hoarding) and investment in
foreign investment fund shares (mainly euro
money market funds). The imposition of cap-
ital controls on 28 June 2015 reined in hoard-
ing and deposit withdrawals by households. 

3C ANALYSIS OF VALUATION ADJUSTMENTS OF
HOUSEHOLD ASSETS

The changes in household total financial assets
as a result of valuation changes or statistical
reclassifications are shown in Chart 6. 

The conclusions of the analysis are the fol-
lowing: 
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exchange of Greek government bonds under the private sector
involvement (PSI) programme.



(a) The most part of household asset devalu-
ation took place in the early phase of the cri-
sis (2008-2009) and continued at a weaker pace
in the next three years (2010-2012). By con-
trast, in the period from the fourth quarter of
2012 to the third quarter of 2014, the value of
the household financial portfolio rebounded,
in line with the improving overall economic
environment. This was followed by a new
devaluation in the first half of 2015, in the con-
text of heightened uncertainty. 

(b) Revaluations of household total assets were
driven primarily by shares and, secondarily,
debt securities. The role of investment fund
shares, insurance, pension schemes and other
accounts receivable was negligible. 

(c) In the period from the first quarter of 2008
to the second quarter of 2012, shares and other
equity held in the household portfolio were
subject to massive valuation losses, which were

―to a large extent― recouped by the first
quarter of 2014, before recording new losses
until the first half of 2016. 

3D THE RELATIVE CONTRIBUTIONS OF
TRANSACTIONS AND VALUATION 
ADJUSTMENTS TO THE CHANGE IN HOUSEHOLD
TOTAL ASSETS 

The relative contributions of transactions and
valuation effects to the annual percentage
changes in household total assets are shown in
Chart 7. 

Prior to 2008, the change (increase) in the
value of household total assets was almost
exclusively due to transactions, with the excep-
tion of the period from the fourth quarter of
2004 to the fourth quarter of 2005, when val-
uation effects also had a positive contribution.
A different picture can be seen later on, par-
ticularly in the first phase of the financial cri-
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sis (2008-2009), when the impairments of
household assets could not be offset by the
positive flows (transactions) that were also tak-
ing place at the time.11 As a result, the value of
household total assets shrank. 

In 2010-2012, household assets continued to
show sharp declines, this time attributable also
to negative transactions (disinvestment),
besides adverse valuation effects. By contrast,
in the period 2013-2014, household assets
rebounded strongly, as a result of valuation
gains that more than offset the comparatively
low negative transactions. From 2015 onwards,
extensive devaluations and, less importantly,
disinvestment drove household assets down. 

4 ANALYSIS OF HOUSEHOLD LIABILITIES 

4A HOUSEHOLD LIABILITIES 

The years that preceded the financial crisis,
especially the 2004-2007 period of strong eco-

nomic growth in Greece, saw a continuous and
sharp increase in households’ debt liabilities,12

mainly associated with the financing of resi-
dential investment, as shown in Chart 8. 

Similar findings for various industrial countries
are reported by Bȇ Duc and Le Breton (2009)
and Glick and Lansing (2010). Glick and Lans-
ing (2010) analyse the relationship between
household leverage, house prices and con-
sumption for various industrial countries,
including the United States, focusing on the
decade preceding the 2007 financial crisis.
They argue that the larger the expansion in the
use of borrowed money (leverage), the more
rapid the rises in house prices in the countries
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11 Cussen and Phelan (2010), using data on Irish households, show
that, in the years preceding the financial crisis (2003-2007), changes
in the value of household assets were almost equally driven by
transactions and valuation effects. Subsequently, during the crisis
of 2007-2009, the pattern of the decline in total assets of Irish
households is similar to that observed for Greek households, with
the contribution of valuation changes exceeding that of
transactions.

12 As mentioned in footnote 3, household liabilities did increase, but
from a low level in comparison with the other euro area countries.



examined. Also, when economic conditions
deteriorated and house prices started falling,
the negative impact on consumption was larger
for countries with high household leverage. 

Greek households’ total liabilities increased
steadily from the first quarter of 2002 to the
third quarter of 2010,13 when they peaked, hav-
ing increased by 347% during that period. It is
worth noting that the increases, albeit
weaker, continued beyond the first quarter of
2008 that marks the start of the decline in
households’ real property values. However,
during the deterioration of the crisis and with
the implementation of economic adjustment
programmes for Greece from 2010 onwards,
households gradually began to reduce their net
debt incurrence. 

In more detail, some of the factors that con-
tributed in this direction were the adoption by
banks of tighter credit standards, as suggested
by the results of Bank Lending Surveys, along
with interest rate increases for the main loan

categories. At the same time, as pointed out in
the Annual Report 2010 of the Bank of Greece
(April 2011), the deterioration in macroeco-
nomic conditions (rising unemployment,
falling disposable income) also played a major
role, as it affected the financial condition of
households by reducing their capacity as well
as their willingness to take on new debt. Over-
all, between the fourth quarter of 2010 and the
first quarter of 2016, households reduced their
total debt liabilities by 23.8% relative to the
peak observed in the third quarter of 2010. 

4B THE COMPOSITION OF HOUSEHOLD
LIABILITIES 

The main categories that make up household
liabilities are loans and other accounts payable,
as shown in Chart 9. Total household liabilities

44
Economic Bulletin
December 2016 17

13 The sharp increase in household total liabilities observed since June
2010 largely reflects statistical reclassifications. Specifically, from
that month onwards, loans to sole proprietors, farmers and
unincorporated enterprises were reclassified from corporate loans
to household loans, and loans to religious institutions are included
in loans to private non-profit institutions. 
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were 21.7% lower in the first quarter of 2016
relative to the peak of the third quarter of
2010. 

Within household debt liabilities, the main
subcategories are housing loans, consumer
loans, loans to sole proprietors (as from June
2010) and other loans.14 As shown in Chart 10,
household liabilities almost quadrupled, both
for housing and consumer loans, from 2002 to
June 2010.15 Thereafter, the stock of these
loans started to decline, also in the context of
intensified loan restructuring by banks. Sole
proprietors, farmers and unincorporated
enterprises began to reduce their debt liabili-
ties as from January 2011. 

Between January 2002 and March 2016, the
composition of household loans remained
remarkably stable, with housing loans account-
ing for 70% of total loans and consumer loans
for 30%. 

Other accounts payable comprise various lia-
bilities that have not fallen due, mainly tax and
social security liabilities, liabilities vis-à-vis
non-financial corporations such as the Public
Power Corporation (DEH), and other liabili-
ties arising from trade transactions. Overall,
other accounts payable peaked in the second
quarter of 2012, falling by 51.1% thereafter
until the first quarter of 2016. 

4C LEVERAGE RATIOS 

The expansion in the use of borrowed money
by households between the first quarter of 2006
and the first quarter of 2016 can be measured
by two ratios, as illustrated in Chart 11: 

The first is debt-to-income ratio, i.e. debt as a
percentage of disposable income, and is
defined as follows: 

Total liabilitiesDebt-to-income ratio= Disposable income

Thus, while in the fourth quarter of 2006
households’ debt represented 68.5% of their
disposable income, in the first quarter of 2010

it amounted to 81%. This development was the
combined result of countervailing effects, i.e.
an increase in both household disposable
income and net borrowing (change in the nom-
inal debt stock). As the increase in net bor-
rowing more than offset the increase in dis-
posable income, the ratio showed this strong
rise. Subsequently, the ratio kept increasing,16

mainly due to a reversal of the upward trend
of disposable income, and peaked at about
109.8% in the second quarter of 2014. Since
then, the ratio gradually declined (first quar-
ter of 2016: 101.8%), as households reduced,
although at a slow pace, their net borrowing
and the decrease in disposable income was
weaker. Still, the ratio remains high compared
with its pre-crisis levels, as for every €100 of
disposable income, households have higher lia-
bilities (€101.8). 

The second leverage ratio is the debt-to-assets
ratio, measuring the extent to which household
assets have been financed with debt, and is
defined as follows: 

Total liabilities
Debt-to-assets ratio=

Total assets

Between the first quarter of 2006 and the sec-
ond quarter of 2012, this ratio rose substan-
tially, more than doubling from about 30.6% to
66.5%, thus indicating the high leverage of
households. This development reflected, apart
from the increase in household debt, a parallel
decrease in the value of their assets as a result
of the debt crisis.17 Subsequently, the ratio
improved noticeably, falling to 45.3% by the
second quarter of 2014, due to a recovery in the
value of household assets and a decline in net
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14 Total household loans also include some other categories, such as
loans from other financial institutions (OFIs), insurance
corporations and occupational pension funds. As these involve
small amounts, they are not reported separately.

15 Brissimis et al. (2012) examine the factors that determined the
evolution of consumer credit in Greece in the recent past.
Papapetrou and Lolos (2011) investigate the interdependence
between housing credit and the labour market. 

16 In addition to declining disposable income, this also partly reflects
statistical reclassifications affecting total household liabilities.

17 As calculated over the same period, the debt-to-assets ratio for
the euro area also showed an increase (from 31.0% in the first
quarter of 2006 to 36.0% in the second quarter of 2012), which
was far smaller than in the corresponding Greek ratio. In the first
quarter of 2016, the debt-to-assets ratio for the euro area stood
at 31.7%.



borrowing. In the first quarter of 2016, total
household liabilities corresponded to 46.6% of
their total assets. The small increase in leverage
observed more recently is mainly due to valu-
ation losses on household assets, which were
not offset by the decrease in their debt. 

International literature points out that these
ratios should be interpreted with some caution,
as it is important to examine, among other
things, how debt is allocated among house-
holds and how it is linked with the expected
path of household income. Furthermore, it is
argued that the debt-to-assets ratio does not
fully reflect households’ debt servicing capac-
ity, given that certain financial assets are, by
their nature, illiquid and thus cannot be used
for immediate debt reduction, particularly in
times of adverse economic conditions. 

4D THE RELATIVE CONTRIBUTIONS OF
TRANSACTIONS AND VALUATION ADJUSTMENTS
TO CHANGES IN HOUSEHOLD LIABILITIES 

Deleveraging, i.e. household debt reduction,
can be achieved through repayment or

through changes in the outstanding amount of
debt due to write-offs/write-downs.18 Chart 12
shows the relative contributions of these two
factors (referred to as transactions and adjust-
ments, respectively) to the annual percentage
change in household total liabilities.19 As seen
from the chart, households increased their lia-
bilities at high rates until the first quarter of
2006, followed by a reversal of this trend, more
manifestly as from the third quarter of 2007
with the onset of the financial crisis. The first
signs of deleveraging are visible as from the
fourth quarter of 2010, with the reduction in
total liabilities being almost exclusively
driven by transactions (i.e. net debt repay-
ment) until the beginning of 2012 and, later
on, particularly in the period from the second
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18 The credit institution may decide to write off the entire debt, if all
extrajudicial and judicial actions have been exhausted and no
further recovery can be expected, or to write down part of the debt
so that the remaining part is reduced to a level likely to be serviced
without problems.

19 Adjustments include any statistical reclassifications and/or changes
in the outstanding amount of loans due to exchange rate variations.
The latter applies e.g. to many households that have borrowed in
foreign currency, notably the Swiss franc: when this currency
appreciated, it had an upward effect on the debt liabilities of the
households concerned. 



quarter of 2012 to the third quarter of 2014,
by adjustments as well.20

5 HOUSEHOLD SAVING: FINANCIAL 
AND NON-FINANCIAL DEFINITION 

Households’ saving behaviour can be analysed
either through the interaction between their
investment and debt (financial definition of
saving) or through the interaction between
consumption and disposable income (tradi-
tional or non-financial definition of saving). 

5A HOUSEHOLD SAVING: FINANCIAL DEFINITION 

Households may choose to channel a part of
their income, which they do not spend on con-
sumption, into investment in financial assets
(shares, deposits, bonds, etc.) or non-financial
assets21 (houses, equipment, etc.). They also
have the option to borrow, if their income is
not sufficient to finance such investments. The

financial definition of saving, according to
Berry et al. (2009), Cussen and Phelan (2010)
and Cussen et al. (2012), can be derived as fol-
lows:

Funds raised ≡ Funds invested (1)

Relationship (1) can be rewritten as follows:

Saving+Net borrowing=
Net investment in financial assets+

Net investment in non-financial assets2 (2)

Rearranging relationship (2), saving can be
expressed as follows:
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20 To a large extent, the size and the relative contribution of the
“adjustments” component reflect the impact of bank resolutions
and loan write-offs/write-downs during that period. 

21 Non-financial investment includes, in addition to gross fixed capital
formation (houses, equipment, etc.), also acquisitions less disposals
of non-produced assets (patents, intellectual property rights, leases
of land or buildings, etc.).

22 In the case of net lending/borrowing, “net” refers to the incurrence
of new debt minus repayment of existing debt. Similarly, in the case
of investment, “net” refers to the acquisition of new assets minus
disposal of existing assets. 



Saving=
Net investment in financial assets –

Net borrowing+
Net investment in non-financial assets (3)

Therefore, from (3) it is deduced that:

Saving = 
Net lending/borrowing+ 

Net investment in non-financial assets (4)

Thus, an increase in saving results from a net
increase in some type of investment, a net
decrease in debt or a combination of both. 

Chart 13 shows the prevailing trends in house-
hold net lending/borrowing,23 as derived from
their transactions on the asset side minus trans-
actions on the liability side. A positive sign sug-
gests that households are net lenders, i.e.
acquisition of financial assets exceeds net
incurrence of debt, or net repayment of debt
exceeds net disinvestment. 

Specifically, in the period up to the first quar-
ter of 2010, households were net lenders, as
their net financial investment more than offset
net incurrence of new debt. Two distinct sub-
periods can be identified: 

(a) The first subperiod is between the first quar-
ter of 2002 and the third quarter of 2007, when
households invested in financial assets, while at
the same time constantly and considerably
increasing their net borrowing. As their rising
investment more than offset their rising liabil-
ities, households ended up as net lenders. 

(b) In the second subperiod, from the fourth
quarter of 2007 to the first quarter of 2010,
households started to gradually reduce both
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23 A net lending position of households in non-financial accounts
implies that households have a surplus of funds can thus finance
the other institutional sectors of the economy (non-financial
corporations, financial corporations, general government and the
external sector). Conversely, a net borrowing position implies that
households are net borrowers, i.e. they face a deficit of funds and
need to obtain financing from the other sectors. 



their net lending and their net financial invest-
ment, thus remaining net lenders in this sub-
period too. 

Thereafter, households became net borrowers,
as their net debt reduction, which started from
the fourth quarter of 2010, fell short of their
net disinvestment. Exceptions were the period
from the fourth quarter of 2011 to the second
quarter of 2012 and the more recent period
from the second quarter of 2015 to the first
quarter of 2016, when households were again
net lenders. 

Between the third quarter of 2013 and the first
quarter of 2015, although households pro-
ceeded to increased net debt reduction, their
net disinvestment was even larger, making
them net borrowers. From the second quarter
of 2015 onwards, net debt reduction retained
its momentum, but was accompanied by
weaker net disinvestment, which made house-
holds net lenders. 

From relationship (4) and under its financial
definition, saving is the sum of net investment
in non-financial assets (mostly houses) and in
financial assets, minus net transactions in lia-
bilities. Therefore, by introducing also non-
financial investment (houses, etc.) in the analy-
sis, we can obtain saving according to its finan-
cial definition (see Chart 14). 

As shown in Chart 14, household saving
remained at high levels until the fourth quar-
ter of 2008, supported by strong investment in
real estate, other non-financial assets and
financial assets, which outweighed net incur-
rence of new debt. The subsequent downward
trend in saving is explained by the fact that the
decline in total household net investment out-
paced the decline in their liabilities. Actually,
saving turned negative in the first quarter of
2011, although households had started,
already from the fourth quarter of 2010, the
net repayment of their existing debt. This neg-
ative outcome reflected both reduced invest-
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ment mainly in houses and strong net disin-
vestment of financial assets. Since then, saving
has alternated from positive to marginally neg-
ative values, depending on which component
dominates each time. 

From an analysis of data for the recent period,
a number of significant conclusions can be
drawn: 

(a) As from the second quarter of 2013, house-
holds intensified their net reduction of liabil-
ities, and this trend continued into the next
quarters. It is important to note that house-
holds proceeded to a net reduction of their lia-
bilities for the first time in late 2010. 

(b) As from the second quarter of 2014, saving
followed an upward trend, which was sup-
ported mainly by deleveraging rather than non-
financial investment, which had been drasti-
cally curtailed by then. Whenever these two
explanatory factors together exceeded net dis-
investment of financial assets, saving was in
positive territory, a fact that is more manifest
in more recent quarters. 

(c) Saving is exceptionally low compared with
its pre-crisis levels, because of a contraction of
investment in houses/equipment and large dis-
investment of financial assets. 

5B HOUSEHOLD SAVING: NON-FINANCIAL
DEFINITION 

Economic theory posits that household dis-
posable income is channelled either into con-
sumption or into saving. Consequently,
household saving, according to the analysis of
non-financial accounts, is defined as house-
hold disposable income, minus consumption,
that is: 

Saving = Disposable income – Consumption (5)

As shown in Chart 15, the household saving
rate,24 in terms of four-quarter moving sums,
followed a downward path as from the second
quarter of 2009, falling from 7.4% in that quar-

ter to -5.6% in the first quarter of 2016. We can
identify two subperiods: the first subperiod is
up to the first quarter of 2012, when the house-
hold saving rate was positive, and the second
subperiod, when it was negative. In general,
when the rate of increase (decrease) in dis-
posable income falls short of the rate of
increase (decrease) in consumption, the saving
rate decreases (increases). It is pointed out
that the decline in household saving ―partic-
ularly from end-2009 onwards― is linked with
the fall in disposable income. Specifically, the
continuous downward trend in the household
saving rate from the second quarter of 2012 to
the second quarter of 2014, i.e. when the ratio
was in negative territory, was due to the fact
that the decrease in disposable income out-
paced the decrease in consumption. As from
the second quarter of 2014, the household sav-
ing rate stabilised at low levels, standing at 
-5.6% in the first quarter of 2016 (compared
with -5.3% one year earlier), as the rate of
decrease in disposable income (-1.7%)
exceeded the rate of decrease in consumption
(-1.4%). 

It should be noted that the two methods of
measuring saving, according to its financial and
non-financial definition, should yield the same
result (see Lequiller and Blades 2014 and
Cussen et al. 2012). In practice, however, this
is not the case, due to the statistical discrep-
ancy25 arising from the different statistical
sources used under the two approaches. This
means that, adding this statistical discrepancy
to the financial definition of saving, the non-
financial (traditional) definition of saving can
be derived as follows:

Saving: Non-financial accounts ≡
Saving: Financial accounts+

statistical discrepancy (6)
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24 The saving rate is defined as the ratio of saving to disposable
income, in terms of four-quarter moving sums.

25 Where statistical discrepancy is equal to net lending/borrowing in
non-financial accounts minus net lending/borrowing in financial
accounts. It should be noted that in the case of Greece the
statistical discrepancy for the household sector is significant for the
years before 2010, while it has been declining in more recent years.
Also, statistical discrepancies are acknowledged to exist in ECB
statistics.
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Equation (6) is illustrated in Chart 16, which
decomposes the evolution of household saving
into contributing factors, in terms of four-quar-
ter moving sums. Until early 2010, saving was
supported by household financial and non-
financial investment and a gradual decline in
incurrence of new liabilities. Thereafter, the
almost continuous downward path of saving
was driven by falling investment in
houses/equipment, but also by strong net dis-
investment from financial assets. Debt reduc-
tion, which started from the fourth quarter of
2010 and intensified from the second quarter
of 2013, had a positive contribution to saving. 

Sections 6 and 7 take a closer look at the fac-
tors of equation (5), namely household dispos-
able income and consumption. Specifically, Sec-
tion 6 provides a brief overview of develop-
ments in household disposable income and its
components, and Section 7 discusses the evo-
lution of real final consumption expenditure of
households by purpose in the recent period. 

6 HOUSEHOLD DISPOSABLE INCOME AND ITS
COMPONENTS 

Chart 17 shows the evolution of household
gross disposable income and its components. 

On the income side, the main components of
disposable income are compensation of
employees (wages and salaries and employers’
social contributions), operating surplus and
mixed income (in the case of sole proprietors,
this refers to the mixed income of the propri-
etor, whereas in the case of households it refers
to the own-account production of housing serv-
ices by owner-occupiers), social transfers other
than in kind (pensions and various social ben-
efits, such as unemployment/maternity/ family
benefits, etc.), income from property receivable
(interest, dividends, rents received for land) and
other current transfers receivable. On the
expenditure side, the main components are
social security contributions, income and wealth
taxes, property income payable and other cur-
rent transfers payable26 (see Chart 17). 

According to economic theory, compensation
of employees, operating surplus and mixed
income, and property income exhibit a pro-
cyclical behaviour, i.e. they tend to deteriorate
in economic downturns, as wages fall, jobs are
lost, sole proprietors’ business activity slumps
and dividends and land rents decline. 

A breakdown of household disposable income
into components shows that the largest per-
centage contributions come from compensa-
tion of employees, and operating surplus (see
Chart 17), followed by social benefits (mainly
pensions) and net property income. An
increase (decrease) in these components has a
positive (negative) effect on disposable
income. By contrast, an increase in social con-
tributions and taxes has a negative impact on
disposable income and vice-versa. Between the
first quarter of 2010 and the first quarter of
2016, households’ nominal disposable income
shrank by 32.8% (from €173.5 billion to €116.5
billion, in terms of four-quarter moving sums),
largely due to sharp falls of 31.5% in com-
pensation of employees, (from €86.8 billion to€59.4 billion), 29.1% in operating surplus
(from €76.2 billion to €54.0 billion), 17.2% in
social benefits (mainly pensions, from €43.5
billion to €36.1 billion) and 45.6% in net prop-
erty income (from €9.5 billion to €3.5 billion).
During the same period, real disposable
income declined by 32.5%.27

Consumption theories, such as the permanent
income hypothesis and the life cycle hypothe-
sis, associated the evolution of household
income with household consumption expendi-
ture, identifying a positive relationship
between the two variables (see Friedman
1957). On the back of falling disposable
income, households’ consumption expenditure
declined, as shown in Chart 15. Between the
first quarter of 2010 and the first quarter of
2016, this decline was in real terms 24.7%, i.e.
from €169.4 billion to €127.5 billion. 
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26 These include non-life insurance premiums, contributions to non-
profit institutions, etc.

27 Calculated as nominal disposable income divided by the deflator
of private consumption.



It should, however, be pointed out that the
increase in compensation of employees (in
terms of four-quarter moving sums) observed
as from the third quarter of 2014 is associated
with a rise in dependent employment, as con-
firmed by data from the ERGANI information
system, and in total employment (ELSTAT,
Labour Force Surveys). The maintenance of
the rise in employment and the decline in
unemployment, as a consequence of the grad-
ual restoration of confidence and the return of
the economy to positive growth rates, could
signal an increase in household permanent
income, ceteris paribus, and thus lead to an
increase in their consumer spending. 

The following section briefly reviews the evo-
lution of households’ consumption expenditure
in the recent period. In order to provide a
deeper insight into households’ consumption
behaviour, the discussion focuses on real domes-

tic consumption expenditure by functional pur-
pose.28 It is noted that this analysis includes
household consumption expenditure by resi-
dents and non-residents (tourists) incurred in
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28 According to ELSTAT, the main source of data on household final
consumption is the Household Budget Survey, while
complementary sources and methods are used where necessary.
The data used to calculate household final consumption
expenditure refer to the average monthly expenditure per
household based on the resident/non-resident distinction
(including expenditure by resident households incurred abroad and
excluding expenditure by non-residents (tourists) incurred in the
Greek territory) and are available broken down by manner of
acquisition of the goods and services concerned (purchased,
produced and consumed by the same household, received in kind
from employers, organisations or other households). Furthermore,
the Household Budget Survey provides data on the average number
of members per household. These data, along with Greece’s
estimated population figures, are used to compile the national
aggregate of final consumption expenditure from annualised data.
Complementary data sources most notably include the Survey of
Private Legal Building Activity of ELSTAT, receipts and payments
for travel services from the Balance of Payments of the Bank of
Greece, as well as administrative data sources. Finally, in certain
cases, data on household consumption expenditure is derived as a
balancing item of the supply and use tables compiled by the
National Accounts Directorate of ELSTAT. The analysis, which is
carried out on an annual basis, includes households only, excluding
non-profit institutions serving households. 



the economic territory of Greece, excluding res-
idents’ expenditure incurred abroad, and uses
annual data for the period up to the end of 2015. 

7 HOUSEHOLD FINAL CONSUMPTION
EXPENDITURE BY PURPOSE 

In the period 2009-2015, household final con-
sumption expenditure declined in real terms by
19.3%, from €163.7 billion in 2009 to €132.0
billion in 2015. As shown in Chart 18, this
decline was broadly based across all the twelve
categories of goods and services29 and was sig-
nificant for all categories with the exception of
hotels and restaurants, for which it was only
marginal, due to the strong growth in tourism
(in terms of both arrivals and receipts) from
2013 onwards. 

The period 2009-2015 saw a marked fall in the
consumption of durable goods, demand for
which is more elastic and, as argued in inter-
national literature, moves in line with house-
holds’ perceptions of economic conditions.
Specifically, it is argued that factors such as
high unemployment, falling household dis-
posable income and wealth, high indebtedness
and economic uncertainty have a negative
effect on the consumption behaviour of house-
holds, making them unwilling to make pur-
chases of big-ticket items (see ECB 2015). It is
worth noting that consumer spending in the
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29 The twelve categories are the following: (1) food and non-alcoholic
beverages; (2) alcoholic beverages and tobacco; (3) clothing and
footwear; (4) housing, water, electricity and gas; (5) furnishings,
household equipment and routine household maintenance; (6)
health; (7) transport; (8) communication; (9) recreation and
culture; (10) education; (11) hotels and restaurants; and (12)
miscellaneous goods and services.



categories of “furnishing, household equip-
ment, etc.”30 and “clothing and footwear”
declined by 54.5% and 46.8%, respectively, far
more strongly than total consumer expenditure
(19.3%) in the same period. 

Chart 19 shows the percentage allocation of
household annual expenditure to the twelve
main categories of goods and services,
enabling to identify the evolution of household
consumption patterns between 1996 and 2015.
Comparing the allocation for 2009 and 2015,
the ranking of categories in decreasing order
of their relative shares in total consumption
expenditure remained unchanged for the cat-
egories with the largest shares, i.e. “housing”,
“water supply, electricity and gas”, “food and
non-alcoholic beverages”, “transport”, “hotels
and restaurants”, as well as for “education”,
which continued to rank last with the smallest

share. On the other hand, the categories of
“furnishing, house equipment and routine
household maintenance” and “clothing and
footwear” fell to lower places in the ranking,
while “recreation and culture” and “alcoholic
beverages, tobacco” moved to higher places. 

Furthermore, it can be observed that the share
of expenditure on basic needs (food, housing
and network services) in total consumption
increased at the expense of non-basic expen-
diture (furnishing etc., clothing and footwear).
These changes provide indications on the evo-
lution of consumption patterns. 

Specifically, between 2009 and 2015, the cate-
gories with the most significant increases in
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30 The decline in this category of expenditure is associated with the
downturn in residential construction, as mentioned in previous
sections.



their shares in total expenditure were “hotels
and restaurants” (from 11.8% to 14.4%), due
to the positive impact of tourism, and “hous-
ing, water supply, electricity and gas” (from
19.4% to 21.2%), followed by “transport”
(from 13.2% to 14.4%). Only marginal
increases were recorded in the shares of “alco-
holic beverages and tobacco” (from 4.5% to
4.9%) and “food and non-alcoholic beverages”
(from 15.7% to 15.9%). Interestingly, “trans-
port” not only increased its share in total
expenditure but also showed compositional
changes within this category: the share of “pur-
chase of vehicles” decreased (-49.5%) and that
of “transport services” (i.e. use of tram, buses,
trains, etc.) increased (+41.2%), probably also
reflecting the pick-up in tourism. 

In the same period, the share of expenditure
on “health services” declined from 4.6% to
4.2%, accompanied by a reallocation within
this category, as expenditure on outpatient
services fell (-58.1%) and that on medical
products, appliances and equipment more than
doubled (117%). 

“Miscellaneous goods and services” also
recorded a decline in their share in total expen-
diture, from 8.4% to 7.5%, along with a real-
location within this category: expenditure on
social protection (elderly care at home, nursing
homes, recovery and rehabilitation centres pro-
viding long-term support, schools for children
with special needs, etc.) fell by 66.1% and per-
sonal care (grooming and beauty services) by
33.4%, while expenditure on insurance services
increased by 45.3%, with an emphasis on health
and saving insurance products. This trend
reflects a precautionary motive, on the part of
households, to guard against potential uncer-
tainties, including uncertainty about their future
income and access to healthcare services. 

Finally, of particular note is the category of
“education”, given its importance for human
capital formation, hence the future productive
capacity of the economy. Although education
accounts for a very small share in households’
total expenditure (2.1% in 2015), an important

reallocation within this category can be
observed, with a shift of expenditure away from
“pre-primary and primary education” towards
“secondary education”. 

8 CONCLUDING REMARKS 

Economic theory highlights household con-
sumption and saving as important factors
behind the fluctuations of economic activity
and economic growth. The importance of
household disposable income and wealth, both
financial (currency, deposits, shares, etc.) and
non-financial (houses, etc.), as determinants of
households’ consumption and saving behaviour
is recognised in international literature. 

The aim of this study was, first, to examine
households’ (mainly financial) net wealth and
its evolution over time, with a focus on the
most recent period, by analysing its compo-
nents, i.e. assets and liabilities, and their com-
position. Next, the Greek households’ saving
behaviour was analysed, by exploring the inter-
actions between investment and debt and
between consumption and disposable income.
To this end, two approaches were adopted,
based on the financial and the non-financial
(traditional) definition of saving, respectively.
Finally, in the context of the non-financial def-
inition of saving, the study briefly reviewed the
evolution of disposable income and its com-
ponents and the evolution of households’ real
consumption expenditure by purpose, focusing
on the recent period. 

Some key conclusions drawn from the analysis
are the following: 

The financial crisis affected significantly Greek
households’ net financial wealth. Between
early 2008 and the first half of 2012, house-
holds’ net financial wealth was reduced by
65.3% (average annual rate of change during
that period: 18.4%), reflecting both a decrease
in assets and an increase in liabilities. From the
third quarter of 2012 to the first quarter of
2016, net financial wealth increased by 79.8%
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(average annual rate of change during that
period: 16.4%), as households’ total liabilities
declined, while the value of their total assets
increased. Overall, between early 2008 and
early 2016, net financial wealth fell by 37.5%. 

During the deterioration of the crisis, risk aver-
sion prevailed and household portfolio shifts
occurred, away from shares and other equity,
debt securities and investment fund shares
towards more liquid financial assets, such as
deposits. At times of heightened uncertainty in
Greece, even deposits lost their attractiveness,
and cash holdings (currency) increased con-
siderably. 

Before 2008, the increase in household total
assets stemmed almost exclusively from trans-
actions. This pattern changed thereafter, par-
ticularly in the early phase of the crisis (2008-
2009), as household assets sustained large val-
uation losses that could not be offset by the
positive flows (transactions) occurring in that
period. By contrast, in 2013-2014, household
total assets showed a marked increase, largely
reflecting upward revaluations that exceeded
the comparatively low negative transactions.
From 2015 onwards, sharp devaluations cou-
pled with disinvestment contributed negatively
to the change in the value of household assets. 

In the period that preceded the financial cri-
sis, in particular during the Greek economy’s
boom years from 2004 to 2007, a continuous
and considerable increase in households’ debt
liabilities was observed, mostly associated with
residential investment. Starting from early
2008, residential investment shrank consider-
ably. Moreover, households almost quadrupled
their liabilities, both for housing and consumer
loans, from 2002 to June 2010. The composi-
tion of household loans remained remarkably
unchanged, with housing loans accounting for
about 70% of total loans and consumer loans
for 30%. A net reduction in household liabil-
ities occurred for the first time in late 2010
and, intensified as from the second quarter of
2013, continued into the next quarters. In spite
of a decline in household net borrowing, total

liabilities as reflected in leverage ratios
remained high. 

According to the financial definition of saving
(interaction between household investment
and debt), up to the end of 2008 household sav-
ing remained robust, supported by households’
high investment in real estate, other non-finan-
cial assets and financial assets, which out-
weighed net new debt incurrence. Thereafter,
savings followed a downward trend, as the
decline in total household net investment out-
paced the reduction in net liabilities. Although
households had started already from the fourth
quarter of 2010 a net repayment of their exist-
ing debt, saving became negative in the first
quarter of 2011, reflecting both a decline in
(mainly residential) investment and strong net
disinvestment of financial assets. Since then,
saving has alternated from positive to mar-
ginally negative, depending on which compo-
nent dominates each time. Household saving
is exceptionally low compared with its pre-cri-
sis levels, because of a contraction of invest-
ment in houses/equipment and large disin-
vestment of financial assets.

According to the non-financial accounts of the
household sector, the household saving rate, in
terms of four-quarter moving sums, followed
a downward path as from the second quarter
of 2009, falling from 7.4% to -5.6% by the first
quarter of 2016. Two subperiods can be iden-
tified in this regard: one until the first quarter
of 2012, when the household saving rate was in
positive territory, and a second when it became
negative. It is pointed out that the decrease in
household saving ―in particular from end-
2009 onwards― is linked with the decline in
disposable income. Specifically, the continuous
downward trend in the household saving rate
from the second quarter of 2012 through the
second quarter of 2014, when this ratio was in
negative territory, is attributable to the fact
that the rate of decrease in disposable income
exceeded the rate of decrease in consumption.
Since the second quarter of 2014, the house-
hold saving rate appears to have stabilised at
very low levels. 
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A decomposition of household disposable
income indicates that the largest percentage
contribution comes from compensation of
employees, followed by operating surplus,
social benefits and, finally, net property
income. In the period from the first quarter of
2010 to the first quarter of 2016, all these four
components fell sharply. In the same period,
household disposable income shrank by
32.8% in nominal terms and by 32.5% in real
terms; as a result, household consumption
expenditure declined, by 24.7% in real terms,
from €169.4 billion in the first quarter of 2010
to €127.5 billion in the first quarter of 2016. 

Finally, from 2009 onwards, household final
consumption expenditure by purpose declined
in real terms across all individual categories of
expenditure. Expenditure on consumer
durables fell sharply, on the back of rising
unemployment and shrinking disposable
income. In the same period, the share of
expenditure on basic needs (food, housing and
network services) in total consumption
increased, and the share of expenditure on
non-basic needs (furnishing etc., clothing and
footwear) decreased accordingly. The above
changes provide indications on the evolution
of household consumption pattern. 
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1 INTRODUCTORY REMARKS

The theory of Optimum Currency Areas
(OCAs) is central to international macroeco-
nomic analysis and to the broad debate on
monetary integration and has grown to be of
particular interest to the European currency
area in recent decades. 

The key conclusions of the OCA theory are
based on the premise that, for a currency area
to be successful and labelled as optimum, the
benefits of joining should outweigh the costs
that the loss of monetary policy tools entails for
prospective members (Van Overtveldt 2011).
The literature on this topic lists a number of
criteria that need to be met for a monetary
union to qualify as an OCA. These criteria
form the basis of the OCA theory and serve a
twofold purpose: on the one hand, they seek to
reduce the incidence of asymmetric shocks by
requiring that participating economies share
similar structural characteristics (e.g. labour
market institutions, inflation rates and levels
of economic development); on the other hand,
they aim to establish adequate adjustment
mechanisms (e.g. labour mobility and fiscal
integration), to lessen the impact of asym-
metric shocks, should they occur.1

The endogeneity of the OCA criteria, a notion
developed in the context of discussions on the
OCA theory, assumes that monetary integra-
tion leads to a significant deepening of recip-
rocal trade. This has led to the idea that coun-
tries may satisfy the OCA criteria ex post, even
if they do not ex ante (Frankel and Rose 1998).

By arguing that non-qualifying currency areas
could, over time, turn into OCAs, the endo-
geneity hypothesis provided the theoretical
underpinning for refuelling the debate on Eco-
nomic and Monetary Union (EMU). Thus, the
OCA criteria could be fulfilled ex post, as a
result of the expected higher trade integration
and income correlation (Mongelli 2008). On
the other hand, endogeneity would mean that
the fulfilment of the criteria is the result of a
dynamic process, potentially involving factors
that hamper, rather than facilitate, the devel-
opment of an OCA. Thus, even economies that
meet the OCA criteria before entering a mon-
etary union may stop doing so after they have
joined (see, inter alia, Giannakopoulos and
Demopoulos 2011). 

In the case of the euro area, although it was
generally accepted that the participating coun-
tries did not initially satisfy the conditions for
an OCA, the monetary union seemed to work
well from its inception in 1999 to the outbreak
of the financial crisis in 2008. Thereafter, how-
ever, developments across the euro area coun-
tries brought to light the flaws of this union, as
economic convergence among the participat-
ing countries proved to have been inadequate,
and appropriate mechanisms to absorb asym-
metric shocks were not in place. This article
aims to empirically test the validity of this nar-
rative. To this end, it will attempt to empiri-
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cally confirm the validity of the hypotheses
that: (a) the monetary union functioned
smoothly, with the participating economies fol-
lowing a path of convergence, thereby sup-
porting the case for endogeneity; and (b) this
changed in the period after the outbreak of the
crisis. If confirmed, this would certainly sup-
port the argument that the initial perception of
a smooth path towards a European OCA was
overly optimistic. 

The analysis focuses on the case of the three
Baltic economies, i.e. Estonia, Lithuania and
Latvia. These countries seceded from the for-
mer Soviet Union in the early 1990s and simul-
taneously embarked on a transition to market
economy. Having joined the European Union
(EU) in 2004, they all adopted the single cur-
rency within a period of five years (2011-
2015).2 Although their euro area entry is rela-
tively recent, their economic integration into
the EU began immediately after their inde-
pendence from the Soviet Union, as all three
countries had set EU and euro area member-
ship as a long-term national goal. Attesting to
this is the fact that it took them only a short
time to achieve a very high degree of economic
integration with the rest of the EU. Indeed, as
shown in Chart 1, by the start of the past
decade, these economies had already had quite
high trade openness and, as seen from Chart
2, a high degree of trade integration with the
EU countries. 

Furthermore, all three countries adopted
fixed exchange rates of their currencies vis-à-
vis the euro, which meant that their monetary
policies had to be closely coordinated with
that of the European Central Bank (ECB).
Due to the structural similarities of their
economies, the three countries can be exam-
ined together as a bloc for the purposes of this
investigation. 

The analysis that follows will address the
question of whether the abovementioned nar-
rative holds true in the case of the Baltic
economies. That is, it will check the validity
of the argument that the pre-crisis conver-

gence of the Baltics with the EU countries was
conjunctural, which would mean that the con-
ditions for an OCA were not satisfied over
time, and that this was largely revealed by the
adverse impact of the 2008 financial crisis. In
fact, the divergence of these countries from
the euro area after the outbreak of the crisis
is reflected in the strong recovery from the
sharp real GDP contraction they had experi-
enced in 2009, as opposed to the anaemic
rebound of euro area economies. More specif-
ically, as seen in Chart 3, although the 2008
crisis caused real GDP in 2009 to fall more
sharply in the Baltic countries (-14.5%) than
it did in the euro area (-4.5%), the former
recovered very strongly and soon. On the
other hand, the euro area economies took a
quite different path, with a lacklustre initial
recovery followed by a relapse to recession.
Therefore, the divergence between the two
blocs also seems to be linked with the better
performance of the Baltic economies, com-
pared with the euro area. For this reason, the
periods before and after the onset of the cri-
sis will be examined separately in the analy-
sis below. 
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Our methodology is based on the theory of
Purchasing Power Parity (PPP),3 in particular,
on the simple assumption that, in an econom-
ically well-integrated monetary union, the real
exchange rates of its member countries are
expected to converge. In other words, if the
economies meet the criteria for joining a mon-
etary union, any shocks will be symmetric and
their macroeconomic variables will co-move. 

Specifically, according to the theory of Gen-
eralised PPP (G-PPP), if the fundamental eco-
nomic variables determining the real exchange
rates of a group of economies are non-sta-
tionary, then the real exchange rates of these
economies are also non-stationary. Neverthe-
less, if these variables tend to share common
trends in the long run, they can still form a
cointegrating relationship (Enders and Hurn
1994). In this case, the relevant economies are
likely to constitute an OCA, if they face simi-
lar real disturbances (Mundell 1961). 

Finally, it should be noted that the economet-
ric model used, apart from examining whether
a G-PPP relationship exists between the real
exchange rates of the three Baltic countries
against the euro, is also used to determine

whether a similar relationship exists between
their real exchange rates against the US dollar.
The purpose of this latter empirical investiga-
tion is to cross-check the findings of the analy-
sis, given that the Baltic countries used the US
dollar as an anchor currency in an early stage
of their transition process and before the emer-
gence of the euro, although their trade rela-
tions with the United States are limited, par-
ticularly in comparison with their trade with
the EU. 

This article is structured as follows: The next
section reviews the theoretical framework. Sec-
tion 3 presents the data and the econometric
methodology. Section 4 reports the empirical
results. Finally, Section 5 concludes. 

2 THE THEORY OF GENERALISED PURCHASING
POWER PARITY

In the OCA literature, the theory of Gener-
alised Purchasing Power Parity (G-PPP) is the
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most commonly used theory for testing whether
a group of countries form a currency area. 

The G-PPP theory was introduced by Enders
and Hurn (1994) and is based on the following
idea: It could be that the fundamental eco-
nomic variables determining the real exchange
rates of a group of countries are non-station-
ary, and consequently the real exchange rates
of the countries are non-stationary; neverthe-
less, if the fundamentals are sufficiently inte-
grated, the real exchange rates will share com-
mon trends and therefore will converge
towards a long-run equilibrium relationship
(i.e. they will form a cointegrating relation-
ship). If this holds true, the economies will con-
stitute an optimal currency area in the sense of
Mundell (1961), who argues that two or more
economies constitute a currency area if they
face similar real disturbances. The theory also
suggests that, when economic interdependence
in a group of economies is high, an economy’s
bilateral real exchange rate is influenced by the
exchange rates of the other economies in the
group and the fundamentals of the other
economies.4

Testing for G-PPP initially entails univariate
stationarity analysis of the individual real
exchange rate series. The real exchange rate
(R) is calculated as:

R = S (P / P*) (1)

where S is the nominal exchange rate (the
value of the domestic currency expressed in
terms of the foreign currency), P* is the general
level of prices in the foreign country and P is
the general level of domestic prices. An
increase (decrease) in the real exchange rate
means depreciation (appreciation) of the
domestic currency. 

A stationary real exchange rate implies that
PPP holds between a given pair of countries
(i.e. changes in the ratio of their national price
levels are mirrored by changes in the nominal
exchange rate between the relevant curren-
cies), which, in turn, indicates that these coun-

tries are connected by strong trade and finance
links and that their economies are converging
towards each other. By contrast, a non-sta-
tionary real exchange rate would prima facie
suggest an absence of strong finance links
between the two countries. Nevertheless, non-
stationary real exchange rates can still share
common trends in the long run, which is evi-
dence of economic convergence/integration
between the economies and the existence of a
currency area. 

Specifically, following the notation of Enders
and Hurn (1994), G-PPP can be described as
follows: given a n-country world, a m (m≤n)
country currency union exists when G-PPP
holds, such that a long-run equilibrium rela-
tionship exists between the m–1 bilateral
exchange rates, of the form:

r2jt= a+b3jtr3jt+b4jtr4jt+b5jtr5jt+.....+bmjtrmjt+et (2)

where rijt is the log of the bilateral real
exchange rate in period t between Country j
and Country i; a is the intercept term; bijs are
the parameters of the cointegrating vector,
which represent the degree of comovement of
the real exchange rates; and et is a stationary
stochastic disturbance term. The bij parameters
reflect the economic interdependencies within
the group of economies. Enders and Hurn
(1994) show that the estimated bijs are closely
linked to the aggregate demand functions of a
goods market-clearing relationship. They also
indicate that the more similar the aggregate
demand functions in each country of the group,
the lower the bijs in magnitude. 

Numerous empirical studies have used the G-
PPP theory to test whether a group of coun-
tries with common characteristics form an
OCA (see e.g. Sarno (1997), who focuses on
EMS countries; Antonucci and Girardi (2006)
on EMU countries; Kawasaki and Ogawa
(2006), Wilson and Choy (2007) and Nusair
(2012) on Eastern Asian countries; Neves et al.
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(2007) on Mercosur countries; and Sideris
(2011) on Central European countries in rela-
tion to the euro area). 

3 DATA AND ECONOMETRIC METHODOLOGY

In this empirical investigation, we use
monthly observations for the nominal
exchange rates of the domestic currency of
each Baltic country vis-à-vis the euro and the
US dollar, respectively. For the calculation of
real exchange rates, we use the consumer price
indices (CPIs). The choice of CPIs is
explained by the fact that these measures are
published for all countries, ensuring a large
sample of data compiled by a broadly similar
methodology.5

The sample period is determined by CPI data
availability. In particular, monthly CPI data are
available for the period from February 1995 to
November 2014 (258 monthly observations).
The sources of data are the IMF International
Financial Statistics (IFS) online database and
Eurostat. 

The price indices (P) refer to monthly data
with 2005 as base year (2005=100). The nom-
inal exchange rates (S) of the three Baltic
countries are end-month.6 The real exchange
rate (R) of each Baltic country is derived from
its nominal exchange rate adjusted for prices.
The logs of the real exchange rate series are
denoted by rij, where the subscript i takes the
values la, li and es for Latvia, Lithuania and
Estonia, respectively, and the subscript j takes
the values € και $ for the euro and the US dol-
lar, respectively. The nominal exchange rate
series are taken from the monthly database of
the Vienna Institute for International Eco-
nomic Studies (WIIW). 

To explore the potential relevance of the 2008
crisis, the analysis is carried out (i) for the pre-
crisis or pre-onset period, from February 1995
to September 2008 (164 observations), and (ii)
for the post-onset period, from October 2008
to November 2014 (74 observations).7

We first test for stationarity of the euro (and
the dollar) real exchange rate series of Latvia,
Lithuania and Estonia, applying unit root tests.
If non-stationarity is established, we test
whether a G-PPP relationship exists between
the Baltics and the euro area (the US econ-
omy), using the Johansen (1995) cointegration
technique. 

4 EMPIRICAL RESULTS

4.1 UNIT ROOT TESTS 

In order to test for stationarity of the individ-
ual data series, we apply the Elliott-Rothen-
berg-Stock (ERS) test (see, inter alia, Neves et
al. 2007). In the regressions of the series, we
include a constant and a trend based on tests
for their statistical significance. The lag length
(known to have an impact on the results of the
unit root tests) is selected based on the
Schwarz Information Criterion (SIC). The
regressions are estimated using spectral ordi-
nary least squares (OLS). The test results,
which are shown in Table 1, provide evidence
that all series are I(1).8

According to the results for the euro real
exchange rate series of Lithuania (rli€), Latvia
(rla€) and Estonia (res€), as shown in Table 1A,
the ERS test statistics (P-stats) take the values:
Pli€=110.06 (Lithuania), Pla€=78.90 (Latvia)
and Pes€=282.60 (Estonia), which are higher in
absolute terms than the critical value of the test
(5.65) at the 5% level of significance. Hence, the
null hypothesis (Η0) cannot be rejected, and we
conclude that the variables rli€, rla€ and res€ are
non-stationary in levels. Non-stationarity
implies that a series has at least one unit root,
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5 The Harmonised Index of Consumer Prices (HICP) would have
been even more relevant, but is available for a smaller sample of
observations.

6 For the period up to end-December 1998, the exchange rates of the
currencies of the Baltic countries are expressed in relation to the
European currency unit (ECU). The nominal effective exchange
rates of the Estonian kroon and the Latvian lats against the US
dollar as from December 2010 and December 2013, respectively,
are expressed by reference to the euro/dollar parity.

7 The financial crisis began in September 2008 with the collapse of
Lehman Brothers.

8 The results are consistent with the findings of Sideris (2006a) and
Hsing (2008).



i.e. it is at least integrated of order one (I(1)),
without precluding a higher order of integration.
To determine the order of integration of rli€, rla€
and res€, the test is repeated using the first dif-
ferences of each variable, which we denote by
Δrli€, Δrla€ and Δres€. The ERS test statistics now
take the values Pli€=0.91 (Lithuania), Pla€=0.99
(Latvia) and Pes€=1.40 (Estonia), which are far
lower in absolute terms than the critical value
(5.65) at the 5% level of significance. Hence, the
null hypothesis (Η0) is rejected, and we conclude
that the variables Δrli€, Δrla€ and Δres€ are sta-
tionary. It ensues that rli€, rla€ and res€ are inte-
grated of order one (Ι(1)). 

Table 1B reports the results of the unit root
tests for the real exchange rate series of
Lithuania (rli$), Latvia (rla$) and Estonia (res$)
vis-à-vis the US dollar. All three series are
found to be integrated of order one (Ι(1)). 

4.2 TESTING FOR G-PPP USING COINTEGRATION
ANALYSIS

Cointegration ranks 

In this section, we investigate whether a long-
run equilibrium G-PPP relationship of the type

described in equation (2) exists between the
real exchange rates. The analysis tests for coin-
tegration using the Johansen VAR methodol-
ogy (Johansen 1995). The number of lags
included in the VAR systems is determined by
the Akaike Information Criterion (AIC).
Under this approach, the number of cointe-
grating relationships is identified using the
Johansen’s trace and maximum eigenvalue
(Max-Eigen) tests. For each set of real
exchange rates (i.e. vis-à-vis the euro and the
US dollar, respectively), cointegration analy-
sis is performed for two different periods, i.e.
before and after the onset of the crisis. 

The results on the existence of a G-PPP rela-
tionship between the real euro exchange rates
are reported in Table 2. Both tests indicate the
presence of one cointegrating vector in the sys-
tem for the pre-onset period, i.e. February 1995-
September 2008 (see Table 2A).9 The results
provide support to the existence of an equilib-
rium relationship for the period before the onset
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rli€ c, t 110.06 5.65 0.91 5.65

rla€ c, t 78.90 5.65 0.99 5.65

res€ c, t 282.60 5.65 1.40 5.65

Α. Real exchange rates vis-à-vis the euro 

Variable Intercept  terms 

Testing for unit root in:

Levels First differences

P-statistic Critical value (5%) P-statistic Critical value (5%) 

rli$ c, t 19.17 5.65 0.79 5.65

rla$ c, t 14.05 5.65 1.08 5.65

res$ c, t 11.40 5.65 0.97 5.65

B. Real exchange rates vis-à-vis the US dollar

Variable Intercept  terms 

Testing for unit root in:

Levels First differences

P-statistic Critical value (5%) P-statistic Critical value (5%) 

Table 1 ERS unit root tests
(February 1995-November 2014)

9 The estimated trace statistics (34.82) is greater than the critical
value at the 0.05% confidence level (29.80), thus leading to the
rejection of the null hypothesis of no cointegration (Η0). Likewise,
the maximum eigenvalue (23.17) exceeds the critical value at the
0.05% confidence level (21.13).



of the crisis. In other words, the cointegration
analysis shows that the Baltic countries meet the
conditions for an OCA with the euro area dur-
ing the pre-onset period: the real exchange rates
appear to be closely integrated and form a G-
PPP relationship during this period. 

By contrast, the results for the post-onset
period (October 2008-November 2014), as
reported in Table 2B, do not suggest an equi-
librium relationship: neither the trace test nor
the maximum eigenvalue test provide evidence
of cointegration10 or long-run interaction
among the exchange rates. 

Overall, the test findings suggest that the
Baltics did form an OCA with the euro area
before the crisis, but not afterwards. As far as
the pre-crisis period is concerned, this would
mean that the negative impact of the fact that
these economies were at the time undergoing
transition to market economy was fully offset
by the positive impact of: (a) their high degree
of economic integration with the countries of
the euro area; (b) the stability of their nomi-
nal exchange rates vis-à-vis the euro under
their respective national exchange rate poli-
cies; (c) the considerable flexibility of their
institutional framework, in particular regard-
ing the labour market; and (d) a favourable
economic conjuncture characterised by the

absence of major symmetric shocks, especially
after 2000 and until the outbreak of the Great
Crisis. However, according to the empirical
results, this situation changed with the out-
break of the 2008 crisis, after which economic
activity developments diverged between the
Baltic States and the euro area, as a result of
asymmetric shocks.

The cointegration test results for the real
exchange rates vis-à-vis the US dollar, as
reported in Table 3, do not point to a long-run
relationship between the exchange rates, and
in this sense, they are in line with expectations.
As can be seen, there is no cointegration
among the exchange rates in either the pre-
onset or post-onset period.11 The real
exchange rates do not share common trends or
converge towards one another.

The long-run relationship: Long-run elasticities 

Table 4 shows the estimated cointegrating vec-
tor, which describes the G-PPP relationship
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0 23.17* 21.13 34.82* 29.80

1 8.66 14.26 11.66 15.49

2 3.0 3.84 3.0 3.84

Α. February 1995-September 1998

Rank
Maximum 
eigenvalue Critical value (95%) Trace Critical value (95%)

0 14.60 21.13 21.46 29.80

1 6.20 14.26 7.01 15.49

2 0.38 3.84 0.38 3.84

Β. October 2008-November 2014

Rank
Maximum 
eigenvalue Critical value (95%) Trace Critical value (95%)

Table 2 Cointegration analysis: real exchange rates vis-à-vis the euro

* Denotes rejection of the hypothesis at 0.05 significance level.

10 The estimated trace statistic (21.46) is lower than the critical value
at the 0.05% confidence level (29.80). Likewise, the maximum
eigenvalue statistic (14.46) falls short of the critical value (21.13).
Thus, based on both tests, we accept the null hypothesis of no
cointegration (Η0). 

11 For the pre-onset period, the trace statistic (14.55) is lower than
the critical value at the 0.05% confidence level (29.80). Likewise,
the maximum eigenvalue statistic (8.74) is lower than the critical
value (21.13).



between the three real euro exchange rates for
the period February 1995-September 2008.
This relationship can be normalised on the
Estonian kroon/euro real exchange rate, in
order to reflect a simplified form of the inter-
relationship among these rates.12 The esti-
mated coefficients can be interpreted as long-
run elasticities. All coefficients are statistically
significant at the 5% level. 

The estimated coefficients are less than unity. In
the long-run relationship, a 1% increase
(decrease) in the Estonian kroon/euro real
exchange rate is associated with a 0.09%
decrease (increase) in the Latvian lats/euro real
exchange rate and a 0.19% increase (decrease)
in the Lithuanian litas/euro real exchange rate.
The low values of the coefficients can be inter-
preted as evidence of significant homogeneity of
the relevant economies. According to Enders

and Hurn (1994), the low values of parameters
mean that the common path of the exchange
rates is the result of significant homogeneity of
the relevant economies rather than of mutual
interactions between the exchange rates.
Assuming that the exchange rates are only influ-
enced by real output processes of the various
nations, the normalised vector coefficients will
be smaller the more similar are a country’s aggre-
gate demand parameters. The results therefore
indicate that the Baltic economies share a com-
mon structure of aggregate demand. 

The adjustment coefficients 

Johansen’s maximum likelihood technique
(Johansen 1995) also estimates the adjustment
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12 Normalisation to any of these rates would be possible, by changing
accordingly the parameters of the long-run relationship.

0 8.74 21.13 14.55 29.80

1 4.03 14.26 5.80 15.49

2 1.77 3.84 1.77 3.84

Α. February 1995-September 1998

Rank
Maximum 
eigenvalue Critical value (95%) Trace Critical value (95%)

0 9.78 21.13 16.89 29.80

1 6.54 14.26 7.11 15.49

2 0.57 3.84 0.57 3.84

Β. October 2008-November 2014

Rank
Maximum 
eigenvalue Critical value (95%) Trace Critical value (95%)

Table 3 Johansen tests for cointegration rank: real exchange rates vis-à-vis the US dollar

Coefficient 1 -0.09 0.19

t-stats -3.70 2.64

Standard deviation 0.024 0.073

Probability 0.0003 0.009

Real exchange rates vis-à-vis the euro
(February 1995-September 2008)

res€� rla€� rli€�

Table 4 Estimated cointegrating relationship



coefficients of each variable in the long-run
relationship. The adjustment coefficients indi-
cate the speed at which the variables (in this
case, real exchange rates) adjust towards their
long-run equilibrium. If a certain variable
adjustment coefficient is insignificantly dif-
ferent from zero, then the variable is known to
be weakly exogenous, as the dynamics of this
variable is not influenced by the long-run equi-
librium relationship. 

Table 5 presents the estimated speed-of-
adjustment coefficients for the G-PPP rela-
tionship with respect to the euro for the period
February 1995-September 2008. Adjustment
coefficients are found to be statistically sig-
nificant for the Lithuanian litas and the Lat-
vian lats. The highest coefficient is found in the
case of the real exchange rate of the Lithuan-
ian litas vis-à-vis the euro. At 0.169, this coef-
ficient implies that the litas/euro real exchange
rate adjusts by 16.9% per month towards the
long-run equilibrium. 

The adjustment coefficient of the Estonian
kroon is not found to be statistically significant,
indicating the G-PPP relationship does not
influence its short-run dynamics of res€, i.e. the
latter is weakly exogenous to the cointegration
system. Yet, this weak exogeneity of res€ may be
due to the frequent interventions in foreign
exchange markets undertaken by the Estonian
monetary authorities in order to keep the real
exchange rate of the national currency at a pre-
determined level. Moreover, weak exogeneity
may also reflect the impact of the institutional
and regulatory framework governing prices in
Estonia.13

5 CONCLUSIONS

The results of the econometric analysis for the
three Baltic economies lead to conclusions that
are consistent with the common narrative of
how the monetary union has performed.
Specifically, we find that the Baltic countries
did form an OCA with the euro area before the
Great crisis of 2008, but not afterwards, when
the occurrence of significant asymmetric
shocks mostly triggered by the global crisis led
to an economic divergence between the two
blocs. 

In the empirical work, cointegration analysis is
employed to investigate the convergence
between the three real exchange rates vis-à-vis
the euro against the OCA criteria. Cointegra-
tion between the Baltics and the euro area is
examined for two periods, the pre-crisis or pre-
onset period, from February 1995 to Septem-
ber 2008, and the post-onset period, from
October 2008 to November 2014.

The empirical findings provide evidence in
favour of G-PPP (and therefore an OCA) with
the euro area only for the pre-onset period.
More specifically, they indicate that, during
that period, the Baltic economies were in a
process of convergence with the euro area, as
reflected in the gradual convergence of their
bilateral real exchange rates vis-à-vis the euro.
Relative exchange-rate stability was supported
by increased trade integration, a favourable
global economic environment and the con-
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13 These results are indicative of the dynamics, but fail to identify the
whole cointegrating system.

Δrli 0.169 0.04 4.39

Δrla 0.088 0.03 2.60

Δres -0.02 0.014 -1.59

Exchange rates vis-à-vis the euro
(February 1995-September 2008)

Adjustment coefficient Standard deviation t-stats

Table 5 Estimated adjustment coefficients



straints that the fixed exchange rate regime
operated by the Baltic countries imposed on
monetary policy. As a result, the Baltic
economies followed a path of real convergence
with the euro area. 

However, with the outbreak of the Great crisis
in 2008, it became clear not only that their con-
vergence with the euro area had been overes-
timated, but also that the risks from the emer-
gence of severe imbalances in these economies
had been underestimated. The crisis gave rise
to significant asymmetric shocks, which
revealed the inadequate degree of convergence
of the economies, and this was also reflected in
the path of the real exchange rates. More gen-
erally, the experience of the crisis showed that
the pre-crisis convergence of these economies,
which was largely responsible for the build-up
of significant, mostly external imbalances, was
unsustainable (IMF 2014).14 Against this back-
drop, the crisis plunged the Baltic countries into
a deep recession, from which, however, they
managed to recover quite soon, thanks to
prompt policy responses, including adjustment
measures.15 The euro area economies, on the
other hand, followed a different path, as men-
tioned in the introduction. The results of our
research support this narrative, as the method-
ology applied shows that, in the post-onset
period, convergence with the euro area
economies was insufficient. 

The results indicate that the process of con-
vergence towards the euro area has been weak-
ened in recent years by the impact of the Great
crisis of 2008. More specifically, prior to 2008,
convergence was promoted by a favourable

economic conjuncture, the absence of asym-
metric shocks and accelerated economic inte-
gration with the EU, largely as a result of the
role of the euro in European markets. How-
ever, with the outbreak of the financial crisis
in 2008, it became clear that the degree of eco-
nomic integration was lower than pre-crisis
convergence would suggest (IMF 2014), with
the Baltic economies recovering faster than the
euro area. 

A similar analysis has also been carried out
with respect to the US economy. The results
show no alignment between the Baltics and the
US economy for either the pre-onset or the
post-onset period. This confirms our initial
hypothesis that the G-PPP theory does not
hold for the United States. The results for the
United States largely reflect the weakening of
the US dollar in European markets, but also
the limited economic integration of the Baltic
countries with the United States. 

In general, the 2008 crisis demonstrated that
the previously achieved convergence between
the Baltics and the euro area, though signifi-
cant, was not sufficient to keep the flaws of the
monetary union from coming to light. In our
view, the results for the Baltic countries are
quite representative of the general situation
that prevailed in the euro area for some time
after the crisis. 
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14 According to several analysts, the Balassa-Samuelson effect
explained much of the convergence path of transition economies
and was used as an alibi for the large imbalances built up before
the crisis. The methodology used in this article does not enable to
disentangle the significance of this particular effect.

15 One important policy response involved internal devaluation, which
led to the speedy recovery in the very sizeable export sectors of
these economies. 
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1 INTRODUCTION

The term “financial technology” (or FinTech)
refers to the application of technology for the
provision of financial services. As a sector, Fin-
Tech refers to technology startups that are
emerging to compete with traditional banking
and financial market players, offering a number
of services, from mobile payment solutions (see
Section 2.1) and crowdfunding platforms (see
Section 2.2) to online portfolio management and
international money transfers. FinTech compa-
nies are attracting the interest of both financial
services users and investment firms, which see
them as the future of the financial sector.

The term FinTech can be traced back to the
early 1990s and more specifically to a project
initiated by Citigroup.1 However, it was only in
2014 that the sector started to attract the
increased attention of regulators, industry and
consumers. Although FinTech is seen as a
recent close cooperation of financial services
and information technology, the linkage of
these two sectors has a long history. In fact,
financial and technological developments have
been interconnected and mutually reinforcing
over time.

The global financial crisis of 2008 was a turn-
ing point and one of the reasons that made Fin-
Tech a new norm. This change has brought
about challenges both for regulators and mar-
ket participants, mainly in terms of striking a
balance between the potential benefits and risks
of innovation. Increased activity raises ques-
tions like: What will the financial landscape be
like after digitisation? What will be the role of
traditional banks? Will FinTech companies
expand in tandem with the banking sector or
not? What are the new risks posed by these new
synergies to financial services users?

Regulators are faced by a difficult task in find-
ing the right balance that will at the same time

allow incumbent firms to survive and new-
comers to innovate, as hindering the entry of
new firms would distort the market in favour
of established firms. Thus, given the above-
mentioned challenges, regulators should follow
some general principles in order to strike a bal-
ance.2 First, they should keep a neutral stance
towards technological developments. Rules
should promote healthy competition among
market players, irrespective of whether they
offer traditional approaches or new techno-
logical solutions. Second, a harmonised, non-
discriminatory set of rules should apply estab-
lishing a level playing field for all participants,
with a view to averting market fragmentation
and low competition. Finally, regulators should
above all ensure the protection of users, as well
of the financial system itself.

This article is structured as follows: Section 2
examines the drivers of the evolution of the
FinTech sector. These include supply-side fac-
tors, related to the digital revolution, and
demand-side factors, related to the emergence
of new consumer patterns. A more detailed
analysis is provided regarding the development
of FinTech in payment services, lending and
funding. Section 3 focuses on the role of banks
with respect to FinTech, i.e. how big traditional
players react and what alternative strategies
they could adopt. Next, Section 4 explores the
ensuing challenges for regulators, discusses dif-
ferent approaches to the protection of finan-
cial services users and outlines the existing reg-
ulatory framework of the European Union
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(EU). In the last section, a brief overview of
the landscape in Greece is provided.

2 THE EMERGENCE OF FINTECH

Once the global economy exited the crisis, it
became clear that many customers, especially
the younger generation, had lost their trust in
banks. Apart from an increased mistrust of
banks, young people have developed different
consumer patterns from those of their elders.
They have grown up being used to having access
to personalised, tailor-made solutions, in stark
contrast with the past “mass” approach of banks
and other traditional financial institutions.
Against this backdrop, if traditional players wish
to attract profitable clients, they need to evolve
and offer interactive solutions of the same level
as those of their FinTech competitors. 

This trend has been fuelled by a steady growth
in global investment in the FinTech sector (see
Chart 1), mainly by venture capital and private
equity. Between 2013 and 2014, in only one
year, FinTech investment almost tripled in the

United States. London, San Francisco/Silicon
Valley and New York have already emerged as
major financial innovation hubs, while new
hubs have followed suit around the world,
namely Amsterdam, Paris, Berlin and Dublin,
which are the main centres of the European
FinTech ecosystem (see Chart 2). 

These new opportunities have the strongest
impact on emerging market economies, espe-
cially those with a rapidly increasing middle-
income population. More specifically, there is
now growing demand for financial services by
people who previously had no access to the
banking sector, as mobile device-based tech-
nology enables access to financial solutions
without the need of physical banking infra-
structure. 

In developing countries, FinTech includes
among other things the following features: (1)
a young population with digital literacy and
equipped with mobile devices; (2) a fast-grow-
ing middle class, with 60% of the world’s mid-
dle class being identified in Asia by 2030; (3)
inefficient financial markets, which allow for
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informal alternative solutions; (4) lack of phys-
ical banking infrastructure (1.2 billion people
have no bank account); and (7) underregulated
frameworks for data protection and competi-
tion. The above features are further fuelled by
the interplay between a dynamic private sector
that seeks to expand to the provision of finan-
cial services and a public sector that aspires
after market reform in order to achieve eco-
nomic growth.

In Asia and Africa, the recent growth of Fin-
Tech is primarily driven by economic develop-
ment. Hong Kong and Singapore saw in less
than a year the creation of three FinΤech accel-
erators,3 thus featuring the greatest concentra-
tion of FinTech accelerators worldwide. The
emergence of FinTech in Asia is not unprece-
dented in the wake of the crisis, but it is rather
the combination of a number of business and
regulatory factors. More specifically, IT spend-
ing by traditional banks in Asia and Africa is
lower than in Europe and the United States.
This can be explained by a slightly less com-
petitive market, which is still largely controlled
and subject to distortions by state-owned banks.
Public mistrust of the state-owned banking sys-
tem (because of corruption and inefficiency)
means that users are willing to adopt alterna-
tive solutions offered by non-banks. As a result,

mobile financial services and mobile phone
products are comparably more attractive.

Although Africa shares many common features
with Asia-Pacific in terms of financial innova-
tion development, the nature and the direction
of the determinants of this sector are quite dif-
ferent in Africa. According to G20, almost 2.5
billion adults in the African continent (almost
half of the working age population) have no
access to the formal financial sector (see Table
1). In this context, telecommunication com-
panies, instead of banks, have taken the lead
in the development of FinTech in the region.
Mobile money, which means basic payment
and saving services whereby money is trans-
ferred electronically using a mobile device,
although initiated in the Philippines, achieved
its greatest success in Kenya and more recently
in Tanzania. 

2.1 PAYMENT SERVICES

The past five years have witnessed a number
of novelties, which, by making a wide use of
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3 Business development programmes for innovative firms that act as
innovation “incubators”, providing space, support (tailored training
programmes, mentorship, networking, etc.) and every possible
assistance to new researchers, entrepreneurs and startups, in order
to develop new ideas and technology-driven solutions in the area
of financial services.



mobile devices and the internet, resulted in
simpler payment solutions. Innovation comes
in different forms, depending on the payments
sector and the market. Such novelties
include, for instance, digital wallets, mobile
payments, contactless payments4 and real-time
payments. 

At the same time, over the past five years an
increasing number of FinTech startups and
non-bank payment providers have entered the
payments industry (see Chart 3), taking advan-
tage of an array of new technology conditions
prevailing in the market and using alternative
business models that could both disrupt and
complement conventional payment practices.
This new paradigm of non-bank payment
provider has led to the emergence of FinTech
startups (which seek to apply technological
advances in payment services) as well as of
incumbent firms in other non-payment indus-
tries (like Facebook and Apple). 

A tangible proof of the potential market power
of technology-driven financial service providers
is PayPal. Today, the company has more than
100 million active accounts and processes a
daily average of USD 315 million in payments.
The use of prepaid cards also follows an upward
trend. A report released in 2012 by Master-
Card5 projected that the market for the so-
called e-money (cards pre-loaded with cash)
would be worth around USD 822 billion by

2017. Furthermore, it should be noted that
almost every bank account holder in the EU has
a debit card and 40% of them also have a credit
card. 34% of EU citizens already shop online
and more than 50% have a smartphone, which
allows them to access mobile payment. Some
economy sectors ―like the travel industry―
perform most of their sales online. Finally,
small and medium-sized enterprises (SMEs) are
among the main beneficiaries of FinTech start-
ups. They are willing to experiment with new
tools that will have a material impact on their
business activities. In fact, SMEs are the back-
bone of many economies (accounting for 80%
of global economic activity).

First, what are the benefits of mobile pay-
ments? Due to the fact that mobile phones are
all the more powerful and connected, the inte-
gration of payments into a mobile phone offers
many potential advantages. The customer,
using the computing and communication
power of a mobile phone, may perform several
other activities simultaneously. For instance, a
consumer can compare retail prices, store the
payment record using a financial management
software, download a warranty or instructional
video on how to use a product, etc. 
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4 Contactless payment allows consumers to pay for small purchases
by simply tapping their card (or their mobile device) near the point-
of-sale terminal, while the intervention of third parties or signature
or PIN verification are typically not required.

5 2012 Global Prepaid Sizing Study, commissioned by MasterCard:
A look at the potential for global prepaid growth by 2017.

Euro area 33.6 28.0

East Asia and Pacific 13.9 10.8

Least developed countries 1.2 3.3

Sub-Saharan Africa 1.4 3.9

South Asia 7.2 8.9

Latin America and Caribbean 12.5 15.7

Middle East and North Africa 11.0 15.2

Area 2004 2014

Table 1 Commercial bank branches (per 100,000 adults)

Source: The World Bank, http://data.worldbank.org/indicator/FB.CBK.BRCH.P5.



The main common characteristics of payments
innovations are: (1) simplicity (they allow cus-
tomers to make payments in a single tap); (2)
interoperability of IT systems (they are not
restricted to a single payment method, as the
digital wallet is linked to credit/debit cards or
a bank account); and (3) supply of value-added
services (customers, merchants and financial
institutions interact more closely, which
enables them to offer additional services such
as offers, rebates and reward points).

These innovations have led to a shift away from
cash towards electronic payments, as con-
sumers now benefit from the use of payment
cards even in small value transactions. Given
that innovative solutions make use of the exist-
ing infrastructure, which has very low variable
costs, the cost of electronic transactions is
expected to fall as the volume of electronic
payments increases. On the other hand, as a
result of this shift towards electronic payments
and hence the accumulation of more personal
data, financial institutions, service providers

and merchants will be better informed about
their customers. 

Furthermore, as transactions become all the
more virtual and automated, an increasing
number of payment processes will become
invisible to end users, changing in this way both
their needs and their consuming behaviour. In
more detail, the successful deployment of dig-
ital wallets will free consumers from any lim-
itations on the number of payment cards they
can hold and use for their transactions. Con-
versely, customers may add multiple payment
cards to digital wallets and choose a different
card each time with a few additional clicks or
in just one click. On their part, to ensure faster,
simpler and more efficient payments, a grow-
ing number of merchants and payment solution
providers will offer an automated or one-click
check-out in electronic payments, in which
consumers will have set a default card for all
transactions unless a different payment
method is selected. As a result of the above,
card issuers will have to differentiate in order
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to compete for the default card, by providing
e.g. rebates or loyalty points. Moreover, lever-
aging data in specific customer segments will
become a key component of financial institu-
tions’ strategies to gain a dominant share in
digital wallets. 

With banks increasingly aware of the fact that
FinTech and developments in payments
strongly affect the future path of payment serv-
ices, the payments industry is rapidly evolving,
as traditional players and FinTech startups
have established collaborative partnerships to
make the best of both parties and to provide
customers with optimal solutions. New tech-
nologies compromise the traditional role of
banks in the payments landscape. Conven-
tional payment solutions, such as credit and
debit cards, have been the main interest
income source for many banks. Such fee rev-
enue is threatened by innovation, and banks
may see their share in the payment services
market decline, since the adoption of a digital
wallet is as simple as the installation of an
application in a smartphone. New, innovative
banking products and services are only avail-
able digitally (e.g. digital wallets for mobile
devices), user-friendly, tailor-made and read-

ily available to users. Financial institutions’
ability to partner with merchants will constitute
a critical component of their strategies, either
by offering merchants with special terms and
conditions of use or by becoming the default
card for e-commerce platforms. 

2.2 LENDING AND FUNDING

In the post-crisis period, lower risk appetite
among retail banks has significantly limited
access to traditional bank lending. This mutual
loss of trust created a lending gap, which
means that a considerable part of borrowing
needs is not adequately met by financial insti-
tutions. Furthermore, customer preferences in
financial services are rapidly changing, which
calls for increased transparency, effectiveness
and control over savings and loans. 

Over the same period, alternative peer-to-peer
(P2P) lending platforms have emerged to fill
gaps in the traditional lending model. Such plat-
forms use alternative methods for assessing cus-
tomers’ creditworthiness (for example, files of
sales history from eBay, social media data, etc.)
and automated processes to offer loans to a
broader base of customers, as well as a new class
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of investment opportunities. P2P lending plat-
forms are a new form of lending, without neces-
sitating financial intermediation. Acting mainly
as online stock markets, lenders offer an
amount, which is usually shared among bor-
rowers to achieve risk diversification, while bor-
rowers pick the lowest interest rate, i.e. the low-
est return among those offered by lenders. 

Emerging alternative lending models pose
competitive threats and create opportunities
for financial institutions, which highlights the
importance of close partnerships and syner-
gies with a view to mutually sharing capabili-
ties and learning from each other’s lessons. In
particular, P2P lending processes are flexible
and automated, while P2P online platforms
can process requests from investors and bor-
rowers faster and more efficiently due to
state-of-the-art infrastructure and absence of
regulatory obligations. As a result, online plat-
forms entail lower operating costs than tra-
ditional financial institutions. In view of ris-
ing customer demand for flexible, smart and
tailored services, conventional financial insti-
tutions are upgrading their financial products,
focusing on sophisticated or highly person-
alised products.

Typically, capital raising activities have been
facilitated by specialised financial institutions,
which on the back of their expertise are able to
identify and support investment opportunities.
In view of growing interest in startups and digi-
tisation, a number of alternative funding
(crowdfunding) platforms have been launched,
thereby increasing access to capital raising
activities and providing funding to a greater
number of companies and projects, where
potential funders meet project developers via
an online platform.

Alternative funding platforms6 provide an
opportunity for businesses to interact directly
with individual investors to widen their raising
capital options. Crowdfunding serves as an
alternative model to funding for projects and
businesses that lack access to capital invest-
ment. It rests upon the active participation of

internet users, who are invited to financially
back a new project or business often in
exchange for some sort of “reward” (e.g.
rebates and small gifts), without the need of a
financial intermediary. In recent years,
“equity crowdfunding” has also emerged,
under which backers receive equity shares of
the company or buy part of the debt/lend
money in return for a future premium. 

Although these alternative funding platforms
are not likely to replace the traditional fund-
ing ecosystem in the short or medium term,
their growth could change the role of incum-
bent institutions. Against this backdrop, the
public, investors and regulators have largely
focused their attention on alternative financ-
ing mechanisms. However, FinTech goes
beyond this narrow scope to include financing
of technology itself (e.g. via venture capital,
private equity, public offerings, etc.). In addi-
tion to the continued development of alterna-
tive financing mechanisms, FinTech is increas-
ingly involved in areas such as robo-advisory
services.7 Robo-advisors are just one example
of the way incumbent firms are innovating in
order to recast their customer relationships
and offer new banking approaches. 

2.3 DIGITISATION

Digitisation is nothing new in the banking and
financial sector. High-frequency trading and
related arbitrage strategies are good exam-
ples of the impact that new technologies
already have. The increased use of mobile
phone devices and smartphones (in 2014,
active mobile devices outnumbered humans
on the planet) has placed digital services in
the hands of consumers who previously could
not be reached. Boasting access to cloud-
based technology, smartphones enable digital
services to be accessed by almost anyone, any-
where and anytime.
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6 The most popular platforms globally are kickstarter.com and
indiegogo.com, while groopio.com is the first Greek crowdfunding
platform.

7 “Robo-advisors are a class of financial adviser that provide financial
advice or investment management online with moderate to minimal
human intervention”, Wikipedia.



Besides, new technology has considerably
improved storage of, access to and interpreta-
tion of data, resulting in significant benefits,
yet also the need for greater data protection.
For the banking industry, perhaps the biggest
potential comes from “big data”.8 In recent
years, thanks to the development of new tech-
nologies and applications ―such as the wide-
spread use of social media and smartphones―
the volume and the format of data have
changed drastically, and data analytical and
management capabilities are impressive.
Technology advancements have made it pos-
sible to effectively analyse and interpret vast,
complex sets of data. This “smarter” data man-
agement allows banks to create more effective,
client centric solutions that are more in line
with customer needs. 

For the largest part of the 20th century, pay-
ments meant the exchange of banknotes or
checks. Even credit card transactions required
the submission of receipts and supporting doc-
uments between banks. Nonetheless, digitisa-
tion in payment services has taken place very
early, making it hard to imagine the digitisation
of other industries without a previous digiti-
sation of the payments industry (PayPal for
instance). However, all these digital payment
systems use a centralised network that
requires users’ trust in a central counterparty.
In 2009, a whitepaper proposed the creation of
a distributed ledger that facilitates transactions
between parties without the need of an inter-
mediary via a cryptographic process. Such a
distributed payment peer-to-peer protocol is
the Bitcoin network, with bitcoins as the digi-
tal currency of the ledger. Digital currencies
belong to the class of cryptocurrencies, using
cryptography to control the creation of addi-
tional units and to secure transactions. As
transactions are made, changes in the owner-
ship of cryptocurrencies are recorded in a pub-
lic ledger which is known as the “blockchain”.9

Since 2009 a range of networks have been
developed, built on the same underlying prin-
ciples and concepts but employing different
encryption technology or targetting on differ-
ent usage.10

The outlook for digital currencies as a means
of payment is unclear. Some consider that the
key role of digital currencies will be cross-bor-
der capital transfers, which are priced quite
highly by banks. Virtual currencies have
attracted great attention from the media and
policymakers, while central banks are closely
monitoring this issue. Indeed, blockchain tech-
nology poses a number of challenges that have
yet to be resolved. In particular, there is still
considerable uncertainty in many markets sur-
rounding the future regulatory framework for
bitcoins, with regulatory authorities puzzling
over whether digital currencies should be
treated as a fiat currency (and thus as a foreign
currency), as a commodity (and therefore as a
good), as a form of money substitute (and
therefore not officially recognised by govern-
ments) or as something completely new. 

3 THE ROLE OF BANKS

The financial crisis of 2008 led to a series of
major upheavals in the banking and more
broadly the financial sector. First, it became
evident that the activities of large financial
institutions generate systemic risk. This in turn
led to the compilation of different metrics
designed to quantify systemic risk. Bank finan-
cial regulation tightened (Basel III) and many
financial institutions had to respond by, among
other things, adjusting their IT development
methods to the new regulatory framework. At
the same time, banks had to confront not only
an increasing number of competitors, but also
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8 A 2012 definition by Gartner research company states that: “Big
data is high-volume, high-velocity and/or high-variety information
assets that demand cost-effective and innovative forms of
information processing”. The three “Vs”, i.e. Volume, Velocity and
Variety, are usually referred to in the literature as the key features
of big data. Thus, the concept of big data is not merely about the
size, the type or the source of data but rather reflects a number of
processes that require enhanced insight.

9 In particular, when users spend digital currencies, the respective
network records the transaction in a list called block. Every block
is linked to the previous and the next one and thus a chain is
created, i.e. the blockchain. In this way, the blockchain is essentially
a public distributed ledger, since everyone on the network has a
copy, allowing for security and transparency.

10 There are more than 500 different alternative digital currencies
(altcoins). Most of them build up on the same framework provided
by Bitcoin and die out shortly. Apart from Bitcoin, most popular
distributed ledgers are Litecoin, Ripple and Νamecoin.



a new type of competitor, which is largely seen
as better placed to respond to changing mar-
ket regulations and customer needs. This is
about FinTech startups that can develop inno-
vative products at a faster rate, showing a clear
competitive advantage relative to the more tra-
ditional methods employed by banks.11

2015 was the year when it became clear that the
Digital Revolution had finally hit the banking
sector. Global investment in FinTech tripled to
USD 12 billion between 2013 and 2014,12 and
the British Bankers’ Association  announced
that mobile banking has become the preferred
payment method for customers. The banking
sector has a high IT spending-to-revenue ratio.
However, between 2014 and 2015, total global
investment increased by only 4.6%, with the
bulk referring to system maintenance. 

Historically, banks have been responsible for
most financial innovations. The launch of
credit cards in the 1950s and of ATMs in the
1970s revolutionised the way we access and
pay for goods and services. The financial sec-
tor has continued to witness many remarkable
innovations and technological advances, such
as contactless technology, digital wallets and
cryptocurrencies. However, nowadays inno-
vation rarely comes from banks, but from
small FinTechs. Despite their differences,
both FinTechs and banks have a lot to gain
from working together. FinTechs can benefit
from the long history of banking operations
and banks’ institutional framework. On their
part, banks can gain value added, either
through synergies and partnerships with Fin-
Techs or through the acquisition of their
advanced technology offerings. 

The European Banking Authority (ΕBA), the
European Securities and Markets Authority
(ESMA) and the European Insurance and
Occupational Pensions Authority (EIOPA), in
their joint report on risk and vulnerabilities in
the EU financial system that was published in
March 2016,13 acknowledge that increasing
proliferation of financial technology and of
FinTechs, digitisation and rapid innovation

characterise a changing financial sector, not-
ing that technology advances may increasingly
affect traditional providers of financial serv-
ices and their revenues. The report states that
FinTech’s development can also provide
opportunities, including wider access to finan-
cial services for customers at lower costs,
increasing competition and efficiency,
reduced systemic risk, as well as access to bet-
ter and more customer-friendly products. On
the other hand though, concerns are expressed
as to the impacts on the banking sector. In
more detail, it is argued that FinTech could
affect banks’ future profit generation capac-
ity, promote the risk-taking behaviour of tra-
ditional financial institutions and increase
operating risk as a result of outsourcing to
FinTech in an effort to reduce operating costs.
At the same time, the report expresses con-
cerns that FinTech may give rise to additional
risks, such as money laundering and reputa-
tional and integrity risks, as in the long run
FinTech and digitisation could pose risks to
financial stability and the orderly functioning
of markets. Finally, the Board of Directors of
the Euro Banking Association decided to cre-
ate an open forum for banks, FinTechs and
other stakeholders to exchange views and
experience on the various issues related to the
implementation of the New Payment Services
Directive (PSD2) and the creation of an Open
Banking environment.

Banks maintain their reputation for reliable
and secure transactions and invest in high reg-
ulatory standards, but they also recognise the
importance of being at the forefront of inno-
vation and seek to exploit the enormous
potential offered by FinTech. This has led a
large portion of banks to explore different
approaches to leverage FinTech innovation
(see Chart 5), including venture capital invest-
ments, accelerator/incubator programmes and
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11 In the financial sector, FinTech firms have a comparative
advantage, due to the technical debt that was accumulated by
traditional players, notably banks. See Darolles (2016).

12 http://www.fintechinnovationlondon.net/media/730274/Accenture-
The-Future-of-Fintech-and-Banking-digitallydisrupted-or-reima-.pdf.

13 Joint Committee Report on Risks and Vulnerabilities in the EU
Financial System, https://esas-joint-committee.europe.eu.



close collaboration with the FinTech com-
munity. There are also several other initia-
tives such as the “hackathon-type” innovation
programmes, with a limited impact on the
internal performance of the sponsoring
organisations. 

According to a survey conducted by Pricewa-
terhouseCoopers (PwC 2016a) on 176 CEOs
from the Banking and Capital Markets sector
in 62 countries, interviewed CEOs see cus-
tomer relationship management systems
(80% of respondents), data analytics (75%)
and social media communication and engage-
ment (56%) as the top three technologies that
would generate the greatest returns in terms
of customer engagement. The ability to
analyse a larger volume of data with higher
speed and more accurate predictions can
ensure a faster, targeted and forward-looking
response to customer demands and capital
market developments. Chart 6 also shows that
CEOs acknowledge the impact that customers
have on their business strategy (for almost
90% of respondents, meeting customers’
expectations is a top priority).

As the rate of change is accelerating, banks
engage with the FinTech community in order
to better understand future challenges and
opportunities. Against this background,
banks should continue (a) developing and
publishing an internal “road map” outlining
how to identify and respond to market threats
and opportunities; (b) conducting ongoing
research to keep abreast of FinTech-driven
changes; (c) ensuring that key staff are edu-
cated on developments, threats and opportu-
nities; (d) developing an innovation pro-
gramme; and (e) optimising already available
information and data.14

Experience from several European FinTechs
has shown that FinTechs and banks can work
together at different levels. Notwithstanding
the level at which they engage in a partnership,
both sides have potential valuable gains. Fin-
Techs are technology-intensive companies that
seek to test new technologies and explore what
is technically feasible without being bound by
rigorous legal frameworks. By implementing
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innovative approaches, they promote a large
number of new ideas in a very flexible way. On
the other hand, banks can add regulatory, legal
and risk management expertise and can give
FinTechs access to global payment systems as
well as to their customer databases. Together,
FinTechs and banks create an ecosystem that
allows them to better respond to customer
needs and bridge the gap between the services
offered by traditional banks and those actually
demanded by customers.

4 THE ROLE OF REGULATORS

In recent years, retail payments have seen sig-
nificant technical innovations with a rapid
growth in the number of electronic and mobile
payments, as well as with the emergence of new
types of payment services, which has chal-
lenged the framework under the Payment Serv-
ices Directive (PSD).15 Many innovative prod-
ucts or services fall entirely or in large part out-
side the scope of the PSD. At the same time,
the EU market for card, internet and mobile
payments remains fragmented along national
borders and faces serious challenges that hin-

der its further development and halt the EU’s
growth momentum (different cost of payments
for consumers and merchants, different tech-
nical infrastructures, lack of a common set of
technical requirements among payment serv-
ice providers, high interchange fees that trans-
late into higher consumer prices). 

In this context and in order to adapt the Euro-
pean payments market to the opportunities of
the single market and to support the growth
of the EU economy, the European Commis-
sion adopted a package of measures. The
revised Payment Services Directive (PSD2)16

introduces some new elements and significant
improvements in the EU payments market. In
particular, it aims to facilitate and render
more secure the use of internet payment serv-
ices by including within its scope the new pay-
ment initiation services. Such services operate
between the merchant’s and the consumer’s
bank, allowing for low-cost and efficient elec-
tronic payments without the use of a credit
card. These service providers will now be sub-
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16 These measures become effective on 31 January 2018. Directive
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ject to the same high regulatory and supervi-
sory standards as the other payment institu-
tions. At the same time, banks and other pay-
ment service providers should enhance
online security by requesting strong customer
authentication. 

Secure payment services are a prerequisite for
the smooth functioning of the payment service
market. Users should therefore be adequately
protected against potential risks.17 All online
payment services should be secured by adopt-
ing technologies able to guarantee safe user
authentication and to mitigate the risk of fraud.
In order to allow for user-friendly and easy to
access means of payment for low-risk payments,
such as low value contactless payments at the
point of sale, mobile or not, security require-
ment exemptions should be specified in regu-
latory technical standards. In this respect, the
user should be able to rely on measures that
protect the confidentiality and integrity of per-
sonalised security credentials (for example, by
SMS or email).

Moreover, in recent years technological
advances have given rise to the emergence of
a range of complementary services, such as
account information services where the user is
able to have an overall view of its financial sit-
uation immediately and at any given moment.

The PSD2 also includes the above mentioned
services in order to provide consumers with
adequate protection for their payment and
account data. Finally, payment initiation serv-
ices enable the payment initiation service
provider to provide comfort to a payee that the
payment has been initiated in order to provide
an incentive to the payee to release the goods
or to deliver the service without undue delay.
Since payment initiation services were not
included in the PSD, this raised a number of
legal issues, such as consumer protection, secu-
rity and data protection. The new rules under
the PSD2 therefore address these issues.

From a regulatory point of view, a change of
attitude was warranted as to how FinTech prod-

ucts and services should be regulated. The digi-
tisation of processes and services of financial
institutions is a completely understandable mar-
ket trend with regulatory implications and obli-
gations related to the use of technology. On the
other hand, tech startups enter the financial
industry with little or no past regulatory expe-
rience. These companies tend to lack a culture
of compliance regarding their obligations for
customer protection in the provision of finan-
cial services. This is precisely where the current
debate around FinTech regulation lies.

The objective of the new rules set by the PSD2
is to close the regulatory gaps, as well as to
provide more legal clarity and ensure consis-
tent application of the legislative framework
across the EU. In particular, a level playing
field is guaranteed for both incumbents and
new market participants, enabling new means
of payment to reach a broader market and
ensuring a high level of consumer protection
in the use of these payment services across the
EU. This will improve the efficiency of the
payment system as a whole and lead to more
choice and more transparency of payment
services, while strengthening the trust of con-
sumers in a harmonised payments market.18

Moreover, the Directive states that the defi-
nition of payment services should be “tech-
nologically neutral” and should allow for the
development of new types of payment services,
while ensuring equivalent operating conditions
for both existing and new payment service
providers. 

The European Supervisory Authorities (com-
prising the ESMA, the EBA and the EIOPA)
are monitoring the growing number of insti-
tutions offering automated services as well as
the use of Distributed Ledger Technology
(DLT). The EBA also encourages regulators to
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17 Directive 2015/2366/ΕU: “Consumers should be protected against
unfair and misleading practices...”.

18 It should also be noted that low value payment instruments are an
inexpensive and easy-to-use alternative for goods and services of
low price and should thus not be overburdened. In order to enhance
consumer confidence in a harmonised payments market, it is
important that the payment services user is aware of the actual costs
and charges.



closely monitor FinTech with a view to assess-
ing potential risks to investor protection, e.g.
information technology risk. 

The banking and financial sector has under-
gone profound changes and regulators need to
avoid two pitfalls. The first is overprotecting
incumbents by erecting barriers to entry for
newcomers. This would discourage financial
innovation and hinder competition in the sec-
tor. Conversely, the second potential pitfall is
choosing to act in favour of newcomers, by
imposing on them less strict regulating rules
than on incumbents. Thus, they should provide
a level playing field to all participants, while at
the same time fostering an innovative, secure
and competitive financial market. In addition
to the rules per se, authorities look in general
at the incentives offered to market players and
how these could make them change their
behaviour. In this vein, FinTech needs a frame-
work that will be both harmonised and
dynamic and from which market players (e.g.
institutional or newcomers) and regulators
alike benefit. Regulators’ objectives include:
(a) financial stability, (b) prudential regulation,
(c) fairness and (d) competition and market
development.19

5 THE GREEK FINTECH LANDSCAPE

In Greece, since the imposition of capital con-
trols and the subsequent shock, an increasing
number of individuals and businesses, follow-
ing the global trend, have resorted to elec-
tronic means of payment and banking.
Restrictions on cash withdrawals, corporate
transactions and capital transfers abroad have
pushed many consumers and firms towards a
broader use of electronic payment methods.
On 26 September 2016, the European Central
Bank (ECB) published the 2015 statistics on
non-cash payments in the EU. On the basis of
these statistics, in Greece the total number of
non-cash payments, comprising cheques, card
payments (excluding e-money payment trans-
actions), credit transfers and direct debits,
surged to 423 million in 2015. 

In Greece, the most popular FinTech instru-
ment is the e-wallet, which allows users to
make payments and transfer amounts to third
parties or to bank accounts. Apart from wallet-
to-wallet transfers (without transaction fees),
the e-wallet also enables the payment of util-
ity and other bills, the transfer of amounts to
a mobile contact or a business VAT identifi-
cation number, as well as payments at a phys-
ical store without a POS terminal. 

In the Greek market, banks as well offer elec-
tronic banking services through different com-
munication channels, such as e-banking and
mobile banking. Furthermore, banks have
shown a keen interest in the provision of up-
to-date electronic services and are active sup-
porters of FinTech. A number of banks have
launched the electronic wallet linked to a bank
account or a debit/credit/prepaid card, which
supports among other things contactless pay-
ments, transactions history, transfers of
amounts to mobile or social media contacts
without the need to know the bank account
number of the recipient, one-click buying on
electronic stores, payments of utility and other
bills, rebates and reward points. 

The competent authorities for the authorisa-
tion and prudential supervision of credit insti-
tutions, payment institutions and electronic
money institutions20 are the Bank of Greece
and the ECB. In particular, the authorisation
requirements and the supervision rules gov-
erning the operation of electronic money insti-
tutions are laid down in Law 3862/2010, Law
4021/2011,21 and Bank of Greece Executive
Committee Acts 33/19.12.2013 and
22/12.7.2013. Under Article 12(1) of Law
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19 See Arner et al. (2015).
20 Under Article 10 (1) of Law 4021/2011, “electronic money” means

“electronically, including magnetically, stored monetary value as
represented by a claim on the issuer which is issued on receipt of
funds for the purpose of making payment transactions .... and which
is accepted by a natural or legal person other than the electronic
money issuer”.

21 Law 4021/2011 (Articles 9-30) transposes into Greek law the
provisions of Directive 2009/110/EC of the European Parliament
and of the Council of 16 September 2009 (OJ L267/10.10.2009) on
the taking up, pursuit and prudential supervision of the business
of electronic money institutions amending Directives 2005/60/EC
and 2006/48/EC and repealing Directive 2000/46/EC.



4021/2011, the Bank of Greece is responsible
for the authorisation and prudential supervi-
sion of Electronic Money Institutions. In this
capacity, the Bank of Greece issued Executive
Committee Act 33/19.12.2013. In order to be
granted authorisation, prospective electronic
money institutions are required to hold initial
capital of not less than EUR 350,000 (three
hundred and fifty thousand). The above Law
also sets out the capital requirements and the
method of calculation of own funds require-
ments for electronic money institutions, and
specifies the safeguarding requirements for
funds received, the optional exemptions and
the activities in which electronic money insti-
tutions are entitled to engage in addition to
issuing electronic money, either in Greece or
on a cross-border basis. In accordance with
Article 25(1) of Law 4021/2011, issues con-
cerning the provision of information, by elec-
tronic money institutions, to electronic money
holders on their rights, as well as the review of
complaints from electronic money holders do
not fall under the competence of the Bank of
Greece, but under that of the Secretariat Gen-
eral of Consumer Affairs.

In the context of providing information to
interested parties, the Bank of Greece pub-
lishes online lists (register tables) of all credit
or financial institutions authorised to provide
banking services. According to the register
tables, only one electronic money institution
and nine payment institutions are operating in
2016. The tables also include those payment
and electronic money institutions that have
notified of their intention to provide services
in Greece without establishment.22

6 CONCLUSIONS

As already mentioned in the introduction,
financial sector and technology have long
been intertwined concepts and these two sec-
tors are mutually reinforcing. Although it is
difficult to determine how and where this shift
in financial services began, the global finan-
cial crisis of 2008 was undeniably a turning

point, playing a key role in the emergence of
the FinTech era.

FinTech covers digital innovations and tech-
nology-enabled business innovation models in
the financial sector. Such innovations may dis-
rupt existing structures in the industry, revo-
lutionise the way existing businesses generate
and distribute their products and services, and
open new avenues for entrepreneurship.
Examples of innovations that are central to
FinTech today include mobile payment sys-
tems, new digital advisory and trading systems,
peer-to-peer lending, equity crowdfunding,
cryptocurrencies and blockchain. 

Recent innovations might pose several chal-
lenges for incumbent providers of financial
services. But they may also represent oppor-
tunities for the financial sector, including wider
access for consumers to financial advice and
services at a lower cost and increased compe-
tition and efficiency. The growing diversity of
market participants and financial services
offered can also reduce systemic risk and lead
to better and more customer-friendly products.
The financial sector has benefited more com-
pared to other industries from the improve-
ments in the information technology sector.

In the banking sector, FinTech could impact
banks’ future revenue-generating capacity,
with a negative impact on capital adequacy due
to loss of deposits. Financial institutions rely
more heavily on non-interest income. FinTech
companies are often able to offer more effi-
cient services, while market entry barriers may
be lower than for traditional financial service
providers, as digitisation further facilitates
their entry into the market. 

Supervising authorities are closely monitoring
the evolution of financial technology in order
to fully understand developments in FinTech
and innovation and be ready to respond effec-
tively to a rapidly changing financial sector.
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This includes assessing potential risks to
investor protection. Digitisation offers huge
growth potential for the financial sector. How-
ever, it is important that the necessary regu-
latory changes do not stifle innovation and at
the same time ensure the stability that this sec-

tor needs in order to meet customer expecta-
tions. The aim of the regulatory framework is
to promote financial stability and access to
services, while regulators aim to continue
exploring policies that promote innovation and
the entry of newcomers. 
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A INTRODUCTION

If we wish to draw a general picture of what
insurance and reinsurance undertakings do for
business, we could say that their main objective
is to provide (re)insurance products and cov-
erages. In providing their services, (re)insurers
pool funds by assuming insurance and financial
risks, while at the same time they channel those
funds to the financial system, which makes
them major investors in the economy. 

Insurance and reinsurance undertakings
which are active in the European Union (EU)
must meet specific solvency requirements.
Those requirements (called Solvency I1 until 31
December 2015) had been applicable for over
30 years. Their main drawbacks were regarded
as being: lack of sensitivity to risks, which
failed to provide (re)insurers with the appro-
priate incentives for adequate risk manage-
ment; lack of transparency vis-à-vis customers,
who tend to be quite sensitive to issues of trust;
and reduced protection of policyholders. The
new solvency requirements (now called Sol-
vency II) became fully effective from 1 Janu-
ary 2016 and cover a wide range of issues per-
taining to almost all aspects of the prudential
supervision of insurance and reinsurance
undertakings operating in the EU, thus shap-
ing a so-called “solvency framework”. 

Section A gives an introduction to the structure
and the main concepts of Solvency II. Section
B presents the legal framework of Solvency II,
placing emphasis on its European dimension.
As the changes that were introduced impacted
not only the requirements (for supervision,
compliance, etc.) but most importantly the
rationale, relative to the previous framework,
Section C outlines the main differences in the
Solvency II approach, compared with Solvency
I. Next, Section D describes the components of
Solvency II and its pillars, and discusses several
issues of relevance. This section aspires to

address the issue without using legal, actuar-
ial or other technical terms, but is rather tar-
geted at anyone interested. Lastly, Section E
attempts to sum up the key points of the paper
and concludes. 

B THE LEGAL FRAMEWORK AND THE
EUROPEAN DIMENSION OF SOLVENCY II 

B.1 THE EUROPEAN SYSTEM OF FINANCIAL
SUPERVISION

The crisis of 2007-08 has brought to the fore
serious weaknesses in the supervision of the
financial system. Most importantly, it showed
that the EU supervisory system had almost
reached its limits in its ability to effectively
address EU-wide issues. As a result, the EU
could no longer afford to sustain a situation in
which: 

(a) there was no mechanism ensuring that
national supervisory authorities make the best
possible supervisory decisions on cross-border
financial institutions; 

(b) there was no adequate cooperation and
exchange of information among national
supervisors; 

(c) the joint action of national authorities
called for complex rules based on fragmented
regulatory and supervisory requirements; 

(d) national solutions were quite often the only
feasible option to deal with EU-wide problems;
and, last but not least, 

(e) the interpretation of the same legislative
texts varied across the EU. 
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In November 2008 the European Commission
assigned a high-level group headed by Jacques de
Larosière to find and suggest ways of strength-
ening European supervisory mechanisms, with
the ultimate goal of increasing the protection of
consumers in financial services and rebuilding
trust in the European financial system. 

In response to the aforementioned challenges
and on the basis of the recommendations of
the de Larosière report, the European System
of Financial Supervision (ESFS) was established
with a view to overcoming those weaknesses
and ensuring that the ESFS remains commit-
ted to the objective of a stable and single Euro-
pean financial market, bringing national super-
visory authorities together in a strong, inte-
grated EU network. 

The ESFS rests upon two building blocks: 

a) macroprudential supervision, consisting of
the European Systemic Risk Board (ESRB).
This building block is responsible for the
macroprudential oversight of the EU financial
system as a whole and is aimed at contributing
to the prevention or reduction of systemic risks
that threaten financial stability in the EU, with
a view to averting, to the extent possible, large-
scale financial market turbulence, and 

b) microprudential supervision, consisting of
three European Supervisory Authorities, i.e.
the European Banking Authority (EBA) for the
banking sector, the European Securities and
Markets Authority (ESMA) for the capital mar-
ket and the European Insurance and Occupa-
tional Pensions Authority (EIOPA) for the
insurance and occupational pensions sector.
The second building block also includes all
national competent authorities (NCAs). Its
objective is to increase the quality and consis-
tency of national supervision, strengthen the
oversight of cross-border groups and contribute
to the drafting of a singe European rulebook
per sector (insurance, banking, securities). 

The key players under Solvency II are the
EIOPA alongside the NCAs for insurance and

reinsurance undertakings (i.e. the Bank of
Greece and the respective supervisory author-
ities of other Member States). The role of the
ESRB under Solvency II, albeit minimum, is
pivotal, as it deals with cases which are critical
for the recovery of insurance and reinsurance
undertakings.2

B.2 THE EUROPEAN INSURANCE AND
OCCUPATIONAL PENSIONS AUTHORITY (EIOPA) 

The European Insurance and Occupational
Pensions Authority (EIOPA) was established
in accordance with Regulation (EU) 1094/2010
of the European Parliament and the Council of
24 November 2010 and, as discussed above, is
part of the European System of Financial
Supervision. 

EIOPA’s mission is to work towards the better
functioning of the EU internal market, espe-
cially by ensuring a high level of regulation and
supervision, taking account of the varying
interests of all Member States and the differ-
ent nature of financial institutions. In its capac-
ity, EIOPA supports financial stability, trans-
parency of markets and financial products, as
well as the protection of policyholders, pension
scheme members and beneficiaries. 

Its tasks also include the promotion of super-
visory harmonisation and the provision of
advice to EU institutions in the areas of regu-
lation and supervision of insurance and rein-
surance undertakings and occupational pen-
sions. ΕΙΟΡΑ replaced CEIOPS3 and is
accountable to the European Parliament and
the Council of the European Union.4
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2 The ESRB is involved in those cases in which the recovery period
for (re)insurance undertakings needs to be extended (under Article
138 of Directive 2009/138/EC).

3 CEIOPS (Committee of European Insurance and Occupational
Pensions Supervisors) ceased to operate on 31 December 2010.

4 The Council of the European Union is, along with the European
Parliament, the main decision-making body of the EU. It has
legislative and fiscal powers, in conjunction with the European
Parliament, and coordinates or develops Member States’ policies.
Depending on the affairs under examination, the composition of
the Council varies. Nine different configurations (or nine different
councils) have been established with the participation of all
competent ministers in their respective areas. The Economic and
Financial Affairs Council configuration (ECOFIN), which is made
up of the economics and finance ministers from all Member States,
is responsible for the area of private insurance.



EIOPA takes active part and assists in the
effective, efficient and consistent operation of
the colleges of supervisors, which have been set
up by supervisory authorities for each insur-
ance group in the EU with cross-border activ-
ities.5 Its assistance is for the time being lim-
ited to the monitoring of the agenda items and
annual work programmes, while in the near
future it is expected to further increase. 

Another main task of EIOPA is to monitor
developments in the financial markets and test
the resilience of (re)insurers as well as of the
European financial system as a whole to poten-
tial adverse shocks. Monitoring comprises the
conduct of studies and the publication of bi-
annual reports, which present the development
of risks to national markets. Testing the
resilience of (re)insurers to adverse shocks is
achieved by conducting periodic stress tests,
with the participation of all EU Member States. 

B.3 THE EUROPEAN DIMENSION OF SOLVENCY II 

Solvency ΙΙ is a framework developed by the
EU in line with the “Lamfalussy regulatory
process”6 and broadly transferred in December
2009 in the Treaty on the Functioning of the
European Union (TFEU). 

The Lamfalussy process involves four “levels”,
each of which focuses on a specific stage of the
legislative process: 

Level 1: The first level is based on a European
Commission proposal for a directive or a reg-
ulation7 following open consultation with all
stakeholders. Level 1 measures are of a general
framework nature, set out the basic principles
of legislative acts and lay a clear foundation for
Level 2 implementing measures. The adoption
of Level 1 framework principles requires co-
decision of the Council and the European Par-
liament, and the final legislative text is called
a legislative act. Directive 2009/138/EC on the
solvency of insurance and reinsurance under-
takings (Solvency II) constitutes a legislative
act (in the form of a Directive) and forms part
of Level 1 measures in the Lamfalussy process. 

Level 2: A legislative act (i.e. a Level 1 leg-
islative text) may delegate to the European
Commission the power to adopt non-legislative
acts (hence “delegated acts”)8 of general appli-
cation to complement or amend certain non-
essential elements of a legislative act. The
aforementioned delegation of power to the
European Commission may occur either under
Article 10 of Regulation (EU) 1094/2010 or
under Article 290 TFEU. 

Delegated acts (DAs) under Article 10 of
Regulation (EU) 1094/2010 specifically indi-
cate that they have been adopted as Regula-
tory Technical Standards (RTS), supplement
or amend certain non-essential elements of
the legislative act (i.e. the Level 1 legislative
text), are rather technical and do not imply
strategic decisions or policy choices. These
standards are endorsed by the European
Commission, following submission of a draft
by EIOPA. 

Delegated acts under Article 290 TFEU
(which are also DAs without any other indi-
cation), although they are likewise limited to
non-essential elements of the legislative act,
may imply strategic decisions or policy choices
and thus have a broader scope and grant
greater flexibility to the European Commis-
sion. Their endorsement by the European
Commission does not require EIOPA’s
involvement.9
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5 In 2015 EIOPA participated in more than 100 colleges of
supervisors.

6 This process was first introduced in March 2001, named after Baron
Alexandre Lamfalussy, chairman of the Committee of Wise Men
on the regulation of European securities markets, which was
entrusted with the task of assessing EU legislative practices in the
area of financial services and the submission of proposals for
improving the system.

7 A regulation has general application, is binding in its entirety on
all parties and is directly applicable in all Member States. A
directive is binding, as to the result to be achieved, upon each
member state to which it is addressed, but leaves to the national
authorities the choice of form and methods (under Article 288
TFEU).

8 Delegated acts, although they are called non-legislative acts, are
actually EU legislative texts. Their differentiation from the so-
called legislative acts is the decision procedure: while legislative
acts require the full involvement and, subsequently the co-decision,
of the Council and the European Parliament, this is not the case
for non-legislative acts, which are adopted by the European
Commission and enter into force only if no objection has been
expressed by the European Parliament or the Council within a
period set by the legislative act.

9 Perhaps only in an advisory capacity.



In addition to delegated acts supplementing or
amending non-essential elements of the Level
1 legislative act, a uniform implementation of
the legislative act may be needed. This need is
met through Implementing Technical Stan-
dards (ITS), which are adopted by means of
implementing acts.10

Implementing Technical Standards aim to
determine uniform conditions for implement-
ing legislative and non-legislative acts. These
standards are purely technical and do not imply
any strategic decisions or policy choices.
EIOPA submits its draft standards to the Euro-
pean Commission for endorsement. 

Delegated acts (both DAs under Article 290
TFEU and RTS) as well as Implementing
Technical Standards are legally binding and
take the form of a regulation, directive or deci-
sion11 (although their most common form is
that of a regulation, which has general appli-
cation and is directly applicable in all Member
States). 

According to a strand of literature, only dele-
gated acts under Article 290 TFEU are con-
sidered to be Level 2 measures, whereas Reg-
ulatory Technical Standards and Implementing
Technical Standards are characterised as 2.5
Level measures. 

Level 3: The third level of the Lamfalussy
process comprises those measures that have
the form of non-binding guidelines (GLs) or
recommendations, aimed at ensuring the com-
mon, uniform and consistent application of EU
law. Such measures are issued by EIOPA and
are addressed to competent supervisory
authorities and/or supervised insurance and
reinsurance undertakings. Although these
measures are not binding, each national com-
petent authority12 must notify whether it
intends to comply with that guideline or rec-
ommendation or not. If a national competent
authority does not comply or does not intend
to comply, it must inform EIOPA, stating its
reasons.13 Furthermore, even though they are
non-binding on supervisory authorities, if

transposed into national law and depending on
the method of transposition, they become
binding in their capacity as national law. 

Level 4: The fourth level refers to the process
undertaken by EIOPA, with a view to check-
ing the application of EU rules by national
competent authorities. 

B.4 SOLVENCY II LEGISLATIVE TEXTS 

Since, as already mentioned, Solvency II is the
natural outcome of the Lamfalussy process, in
order to gain insight into the specific provi-
sions of this framework, one must consult
more than one legal texts, which cover all lev-
els of that process. What further complicates
things is that, apart from EU law, national (in
our case, Greek) law should not be over-
looked. All legislative (or non-legislative) acts
by means of a directive must be transposed
into national legislation (in Greece, by law or
presidential decree) to have legal effect in a
Member State. Furthermore, a similar trans-
position into a Member State’s national law
is required for all (Level 3) guidelines issued
by EIOPA. Due to the fact that those guide-
lines are not legally binding texts, each com-
petent authority (the Bank of Greece for
Greece) should choose which guidelines it will
transpose into national law, and how, and
which not.14

The basic EU act under Solvency II is Direc-
tive 2009/138/EC of the European Parliament
and of the Council of 25 November 2009 on the
taking-up and pursuit of the business of Insur-
ance and Reinsurance (Solvency II). This
directive was subject to two major recasts. 
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10 Under Article 291 TFEU.
11 A decision is binding in its entirety, while if specifying those to

whom it is addressed, it is binding only on them (Article 288
TFEU).

12 Turning to Greece, the national competent authority for the
supervision of (re)insurance undertakings is the Bank of Greece
under Article 3(10) of Law 4364/2016.

13 This process is also known as the “comply or explain process”.
14 Of course, for those guidelines that it will choose not to transpose

into national law, a national supervisory authority must explain its
decision to EIOPA, stating the reasons. For instance, a sufficient
(and indeed quite typical) explanation is that a guideline provides
for matters concerning legal persons which do not exist in that
country.



The first recast took place in 2011 with Direc-
tive 2011/89/EU of the European Parliament
and of the Council of 16 November 2011
amending directives as regards the supple-
mentary supervision of financial entities in a
financial conglomerate (Financial Conglom-
erates Directive – FICOD). The aforemen-
tioned directive amended specific articles of
the Solvency II Directive with a view to ensur-
ing the appropriate supplementary supervision
of insurance groups. 

The second recast of the Solvency II Directive
took place in 2014 with Directive 2014/51/EU
of the European Parliament and of the Coun-
cil of 16 April 2014 amending directives and
regulations in respect of the powers of the
European Insurance and Occupational Pen-
sions Authority and the European Securities
and Markets Authority (this directive is more
commonly known as Omnibus II Directive –
OMD II). This second recast, apart from being
very time-consuming (as it took more than
three years to reach an agreement), was also
quite extensive. Most important still, not only
did it amend essential elements of the initial
Solvency II Directive, but at some points it also
amended even its original character. 

Those three directives, recorded in a single
(codified) legislative text, constitute Level 1 of
the Lamfalussy process under the legal frame-
work of Solvency II. All three directives have
been transposed into Greek legislation by Law
4364/2016. 

With regard to Level 2 of the Lamfalussy
process under Solvency II, the European Com-
mission has so far issued a delegated regulation
and four delegated decisions, under Article 290
TFEU. The regulation supplements Directive
2009/138/ΕC and contains all the modalities of
its implementation,15 while the decisions con-
cern the equivalence of the solvency regimes in
Switzerland, Australia, Bermuda, Brazil,
Canada, Mexico, the United States and Japan. 

With respect to Level 2.5 of the Lamfalussy
process, the European Commission is not

expected to adopt any delegated act by means
of Regulatory Technical Standards, at least in
the near future. Yet, things are quite the oppo-
site with Implementing Technical Standards, as
the European Commission has already issued
21 ITS so far. 

Finally, turning to Level 3 of the Lamfalussy
process under Solvency II, EIOPA has issued
a series of guidelines, which have been trans-
posed into Greek law by relevant Bank of
Greece decisions.16

C INSURANCE FROM THE NEW PERSPECTIVE OF
SOLVENCY II 

To fully grasp the new arrangements intro-
duced by Solvency II, one must first under-
stand the rationale behind them. Solvency II
rests upon a different approach to the function
of insurance undertakings and insurance con-
tracts. In the following sub-sections, this new
approach is presented and its cornerstones are
analysed.

C.1 THE (RE)INSURANCE UNDERTAKING 
AS A FINANCIAL INSTITUTION 

As mentioned in the introduction, (re)insur-
ance undertakings raise funds by assuming
insurance and financial risks and channel those
funds to the financial system. 

The bulk of an insurance undertaking’s obli-
gations consists of obligations vis-à-vis policy-
holders and beneficiaries, which under Sol-
vency II are called technical provisions.17 The
type of technical provisions, as well as the
underlying need for provisioning (or reserving,
as most commonly used), varies between life
insurance and non-life insurance. In life insur-
ance, an insurance undertaking assumes a
―usually long-term― commitment vis-à-vis
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15 Regulation (EU) 2015/35, as amended by Regulation (EU)
2016/467.

16 A full list of all relevant legislative texts is available on the Bank
of Greece website: http://www.bankofgreece.gr/Pages/en/deia/
solvencyII.aspx.

17 In Greece, under Solvency I, these were called “technical reserves”.



policyholders to provide a predetermined
amount ―face amount― at an unknown point
in time. Even though this point in time is not
given, it is associated with an ex ante deter-
mined event, e.g. death, disability, retirement,
etc. An insurance policy is offered for a fee,
which is paid for in the form of, either peri-
odical or one-off, insurance premiums. In this
context, technical provisions are the (mathe-
matically calculated – hence “mathematical
reserve” under Solvency I) necessary amount
of assets that an insurance undertaking must
hold to be able to settle its contractual obli-
gations vis-à-vis policyholders. 

In non-life insurance, the insurance under-
taking assumes risk for a short period of time
– usually one year or less. In this context, tech-
nical provisions are mainly specified as the
required amount of assets that an insurance
undertaking must hold to be in a position to
compensate policyholders and claimants in the
future for a loss which is associated with an
insurance event that has already occurred.18

The fact that in non-life insurance both the
amount to be paid and the time of payment are
not known at the time of the conclusion of the
contract makes risk assessment very challeng-
ing. For a further clarification of the phrase
“future compensation for a loss”, it should be
pointed out that, although the insurance cov-
erage spans a short period of time, the cover-
age of a loss and therefore the obligation to
pay out the claim may extend to a time con-
siderably later than the date of the event,
sometimes even ten or twenty years after its
occurrence, depending on the size of the loss
as well as due to legal complications.19

In the light of the above, it becomes clear that
the concept of technical provisions has three
dimensions: the policyholder’s point of view,
the insurer’s point of view and the supervisor’s
point of view. Policyholders see technical pro-
visions as their own money, accumulated from
the insurance premiums they have paid; there-
fore, technical provisions are equal to the
amount of their claims on the insurer. Insur-
ers see technical provisions as the level of

funds available for investing and, lastly, super-
visors view technical provisions as the neces-
sary level of assets that insurers must hold in
order to fulfil, to the extent that it is reason-
ably predictable, their obligations vis-à-vis pol-
icyholders. 

Certainly, insurers hold, apart from technical
provisions, additional capital in the form of
own funds,20 but the focus from this point of
view, i.e. under Solvency I, is clearly on tech-
nical provisions. 

The above perspective is the most common,
but not the only one. Another perspective,
that of Solvency II, which could help us shed
light on certain other aspects of the insurance
business, views (re)insurers as financial insti-
tutions. According to this perspective, share-
holders-investors are at the centre, as these
initially make available their funds in search
for suitable investment opportunities, e.g.
bonds, equity and other investment opportu-
nities in the form of investment funds, loans
to SMEs, construction mortgages, investment
in infrastructure, etc., with a view to investing
them to yield the highest possible profit. How-
ever, as the larger the investment the higher
the profit, initial investors (shareholders) seek
at the same time for additional funds coming
from new investors to manage along with their
own funds and channel them to the identified
investment opportunities. Making available
those additional funds to the initial investors
may materialise in various ways and take sev-
eral forms: e.g. in the form of equity capital
(i.e. by becoming shareholders) or in the form
of loans. Such a loan may be a typical loan as
we know it or a sui generis loan. For example,
a sui generis loan could imply that the new
investor contributes to the undertaking a
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18 The type of technical provisions that best fits this definition is the
(outstanding) claims provision. Non-life insurers must also establish
other types of technical provisions (such as premium provision),
the amount of which however is usually lower relative to the
aforementioned claims provision.

19 R.L. Brown and L.R. Gottlieb, “Introduction to Ratemaking and
Loss Reserving for Property and Casualty Insurance”, 2nd ed.,
Actex Publications Inc., 2001.

20 Under Solvency I, the additional capital, in excess of technical
provisions, held by an insurer was called “available solvency
margin”. 



determined amount of money in return for
another determined amount (which includes
his profit as creditor to the undertaking),
which is payable only in the event of an acci-
dental event, which is described in the con-
tract of this sui generis loan, e.g. the occur-
rence of material damages on a property due
to an earthquake). In this case, sui generis
lending is called “earthquake insurance”, the
new backer is called “policyholder” (and that
is how they are referred to hereinafter), the
contribution to the undertaking is called
“insurance premium”, while the amount
receivable if that accidental event occurs is
called “indemnity”. 

From this perspective, the insurance under-
taking initially makes available shareholders-
investors’ funds. Subsequently, it collects pol-
icyholders’ money and invests all of this (ini-
tial capital and insurance premiums) in dif-
ferent opportunities identified. If, for some
reason, it is not possible to identify any appro-
priate investment opportunities, then share-
holders-investors, in search for yield, abandon
this business. They no longer want the funds
that they have obtained from the other
investors (mainly the insurance portfolio, as
well as the investment that corresponds to the
money paid by policyholders) and transfer
(sell) them to other shareholders-investors
(buyers) who are more effective in identifying
suitable investment opportunities. 

On the basis of this perspective, investors’
funds entail the risk of not yielding the antic-
ipated profit to their holders or even of losing
their value. Such risks mainly arise from the
fact that the hypothetical buyer of the portfo-
lio might ask for more money to assume it, if
needed, and as a result, this gap should be
closed in their own expense (i.e. in the expense
of initial investors). From this point of view,
insurers must maintain technical provisions
which are tantamount to the sum of money that
the new investor (buyer) would ask for in order
to take over the insurance portfolio. Besides,
it becomes clear that the concept of technical
provision adequacy is void and the focus is on

insurers’ own funds to finance such portfolio
transfers, where necessary. 

C.2 INSURANCE CONTRACTS AS FINANCIAL
INSTRUMENTS 

The new perspective, which was described in
the previous sub-section, is the most appro-
priate stance that an insurer should in general
maintain to achieve an effective management
under Solvency II. In addition, it is also the
actuaries who should change the way they see
insurance policies. The traditional approach
views each insurance contract as a series of
future benefits, which can be perceived as the
insurer’s cash outflows to be paid out to the
beneficiary upon occurrence of a predeter-
mined possible event (e.g. death, retirement,
accident, etc.) According to the traditional
approach, for policyholders to receive a ben-
efit, they must either renounce other benefits
provided for in the insurance policy (e.g. guar-
anteed future cost of death charges or guar-
anteed insurance premiums or guaranteed
renewals) or leave part of the insurance pol-
icy’s value to the insurer (e.g. the surrender fee
in the event of an early termination of the con-
tract or part of their accumulated insurance
premiums in the form of technical provisions,
etc.) or have sustained a loss (e.g. occurrence
of the insured event, such as death, retirement,
disability, earthquake, etc.). 

On the other hand, insurance contracts may be
considered as a pool of options which have
been either offered, in return for a fee, by the
insurer to the policyholder21 (i.e. the insurer
has short position) or are held by the insurer
in the policyholder’s knowledge (i.e. the
insurer has long position). With regard to the
options that the insurer has offered the poli-
cyholder, it should be noted that, as the exer-
cise of such options does not always depend on
the policyholder’s will (e.g. earthquake, disas-
ters, death, etc.), a distinction should be drawn
between the options, the exercise of which is
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21 L.M. Tilman, “Asset/Liability Management of Financial
Institutions”, Euromoney Institutional Investor, Ch. 16
“Understanding options embedded in insurers’ balance sheets”.



left at the policyholder’s discretion, usually
determined on a financial basis , and those
options, the exercise of which is not conditional
on the policyholder’s choice, but which remain
embedded in insurance contracts, with insur-
ers having nevertheless short position. 

Of course, it is known that upon occurrence of
the insured event beneficiaries do not take into
account the economic context to exercise their
rights (for example, in investment-linked insur-
ance policies beneficiaries do not examine
stock market indices and the insurer’s return
guarantees, in order to receive the death ben-
efit, but the policyholder’s death is a sufficient
condition). 

The most common options envisaged in an
insurance contract are the surrender option,
the renewal privilege, the policy loan option,
the settlement option and the over-depositing
option. Nevertheless, on top of the above
options which explicitly stand out in insurance
contracts, there exist other options which are
not so explicit (or do not appear as such) but
are still options of the insurer, such as insur-
ers’ right to hold on their account the techni-
cal provisions when policyholders discontinue
the payment of insurance premiums, the right
to levy mortality, expense and/or surrender
charges which are proportional to the level of
the assets managed by the insurer, etc. 

The above perspective has direct consequences
for an undertaking’s risk valuation and risk
management methodologies. Risk valuation
(in the form of either technical provisions or
capital requirements) under Solvency II must
employ market-based economic theories
(market consistent valuations), breaking with
more traditional, actuarial practices and meth-
ods. The role of risk management in general
and of the risk manager in particular has now
become pivotal. 

Finally, one could not help but wonder why the
need to view insurance contracts as a pool of
options has arisen now rather than earlier.
What has changed today? To answer these

questions, we should start from the assumption
that, in the past, insurance undertakings mainly
focused on insurance risk and that the invest-
ment risk assumed was not complex at all,
while policyholders valued the long-term gains
and protection that they would enjoy from an
insurance coverage rather than the short-term
profits that would ensue from the (short-
sighted) exerice of any rights or options
offered. In recent years, competition in the
insurance market has increased globally,
mainly because of policyholders’ search for
yield. In response to increased competition,
insurers reduce their profit margins and offer
policyholders a wider array of more complex
rights and options, which are increasingly
linked to market returns (e.g. guaranteed inter-
est rates, guaranteed returns, etc.). In tandem
with this trend in insurance products, capital
markets have become more efficient (in the
sense that information is diffused very rapidly
and is available when investors plan their
investment choices) and uncertainty (which is
observed in markets as volatility) has height-
ened, thereby considerably increasing the value
of rights and options that are embedded in
insurance contracts for policyholders. 

Thus, it is clear that those insurers which will
fail to recognise the rights and options offered
to policyholders and manage them in a way
that is consistent with capital markets jeopar-
dise their financial soundness and ultimately
their viability, to the extent that market behav-
iour as well as policyholders’ reactions are
largely included in the assumptions used by
actuaries both in the pricing and reserving of
insurance products. However, this is not
allowed under Solvency II, as valuation
methodologies that are not market-based
ignore the ever-changing reality. Against this
backdrop, risk management and risk managers
are a sine qua non for Solvency II. 

C.3 RISK MANAGEMENT UNDER SOLVENCY II 

If one discusses with insurance executives about
corporate risk management practices in an
effort to explain the new perspective that is
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warranted under Solvency II, one will undoubt-
edly be confronted by their prompt and justi-
fiable answer: “But insurers are by default firms
that have been dealing with risk for centuries
and, if they had not had effective risk manage-
ment, the insurance market would not have sur-
vived as a business industry”. 

Undeniably, insurers do not expect a manual
to highlight the necessity of risk management
or some innovative regulatory framework (like
Solvency II) to introduce such a requirement.
They are already well aware of that necessity
and have been managing risks for years. So,
what’s all that fuss about a purportedly ground-
breaking risk management practice introduced
by Solvency II? 

Let us then explain the true reasons for which
risk management, as described in the interna-
tional literature over recent years and envis-
aged in Solvency II, is a novelty. Its originality
has nothing to do with risk management actions
per se (e.g. that fact that reinsurance should be
used as a tool for the management of mortal-
ity risk is by no means seminal); it rather con-
cerns the systemisation, the consistency and the
effectiveness of the methodology. 

Regarding the systemisation of risk manage-
ment, within an insurance firm it is acknowl-
edged that, while in most cases all risks are
dealt with, this is done in a non-systematic way
by several operational units or staff members
of the firm, with often overlapping or even con-
flicting tasks, or that risks are managed in such
a way that the firm ignores the total level of risk
assumed. In other words, management fails to
address all risks individually and on aggregate,
explore their possible interlinkages investigate
their impact on the firm’s capital and assign to
specific operational units or employees clear
responsibilities and powers in order to take
concrete action for the management of indi-
vidual or aggregate risks. Such an endeavour
must be supported by the necessary culture, as
well as by a risk-oriented organisation at the
firm level or, as commonly known, by appro-
priate risk governance. This is the only way to

reveal any inconsistencies as to how the same
risk is managed by different functions in a firm. 

Turning to the effectiveness of risk manage-
ment, it should be noted that, over time, crisis
management has been the only viable alterna-
tive to risk management – although it is much
costlier, time-consuming and, in most cases,
embarrassing. 

In all business decisions there is an inherent risk
element. For instance, there are inherent risks
in business decisions regarding the market on
which a firm chooses to target, the products
offered, their pricing, their reserving method,
the management of investments made with the
money received by policyholders, the choice of
the distribution channel for insurance products
(e.g. online or via agents or brokers) etc. 

As time passes, all individual business deci-
sions and their ensuing risks make up the firm’s
total risk portfolio. This portfolio has its own
unique risk profile. The firm-specific risk pro-
file determines the level as well the degree of
stability or variability of the profits depending
on the business and/or the economic cycle.
From this perspective, it is acknowledged that
business decisions are not disconnected from
one another and that a firm encompasses all
the decisions that it has made over time and
which continue to have an impact. Some deci-
sions have been made with a view to intro-
ducing new risks into the firm (e.g. the decision
to develop a new insurance product or use a
new distribution channel for those products,
such as the Internet), others were aimed at
reducing risks (e.g. the decision to purchase
reinsurance or hedging, i.e. the introduction of
a market risk hedging system) and others at
increasing the risk that ensued from previous
decisions (e.g. the decision to further expand
a business line). For a firm to effectively man-
age its total risks, it is necessary to address and
manage underlying risks not only on an indi-
vidual basis, but also their interdependencies. 

The drawback of risk management is that it has
a different meaning to different people. Under
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Solvency II, the concept of risk management
takes the broadest possible concept, at the
enterprise level. In this vein, risk management
is all about acquiring a perspective which views
the firm as a single risk portfolio, with indi-
vidual risks in constant interaction. From this
point of view, management involves the full
spectrum of risks to which an insurer is
exposed and subsequently calls for a single
approach to addressing them. This perspective
has the advantage of not overlooking the use-
fulness of an appropriate risk-oriented atti-
tude, while it should be noted that it does not
refer to the mitigation of risks but rather to the
improvement of profitability opportunities and
prospects, with the ultimate goal of maximis-
ing the value of a firm’s capital. 

Without this approach to risks as a single port-
folio, the Board of an insurer perceives risks as
separate pieces of a puzzle rather than getting
the whole picture. In many firms, the risk man-
agement function generates literally hundreds
of pages in risk assessment reports on a
monthly basis. Yet, even after all those reports,
the Board is not adequately briefed to be able
to make informed decisions and, in many cases,
to paint a full picture of its firm:

― What are the ten main risks assumed by the
firm? 

― Is there a concise report that is delivered on
a regular basis to the firm’s Board, showing the
level of insurance risk, operational risk, coun-
terparty risk and market risk, both currently
and over time? 

― What is the degree of the firm’s compliance
with internal procedures and existing legisla-
tion? 

― Were past actual losses or past actual
adverse events inflicted on the firm associated
with already identified risks? 

― Is the firm managed with a view to max-
imising risk-adjusted profits? 

If a firm cannot answer any of the above ques-
tions with certainty, then it is highly likely that
it will benefit from an integrated approach to
addressing all risk components, like the
approach introduced by Solvency II. 

C.4 THE CORNERSTONES OF SOLVENCY II 

The above analysis clearly demonstrates that
Solvency II calls for a different perspective on
the nature of an insurer as a financial institu-
tion and on insurance contracts as financial
instruments. Against this background, it is eas-
ily understandable that, as a result of the
above, the cornerstone of Solvency II should
be the systematic, effective and consistent
management of current or future risks facing
insurance and reinsurance undertakings. 

Further lessons contributing to the formulation
of Solvency II have been learnt from past insol-
vency cases in Europe. 

This is explained by the fact that private insur-
ance is among the few business activities in
which the consumer-policyholder pays in
advance to purchase the product (in the form
of insurance premiums) in exchange for a
promise of a future benefit. Besides, this prom-
ise involves the payment of a much higher
amount of money at an unknown yet critical
time, as this is exactly when the consumer is
most financially vulnerable and in need of the
insurance payout. In this context, an eventual
insolvency of the insurer is crucial for the pol-
icyholder. 

Looking at insolvency cases in the broader
financial sector and despite any differences as
to the manifestation of each case, a number of
common conclusions and lessons were drawn.
Namely, the Board’s responsibility for the
functioning of the firm, the implementation of
an effective governance system, the need of
firms’ self-limitation in terms of risk taking and
finally the important role of cash. 

One of the core elements, and ―according to
many― cornerstones, of Solvency II is the
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Board’s responsibility for the smooth func-
tioning of an insurance firm. If this appears to
be self-evident, it should be recalled that
under Solvency I the Board of a firm bore no
direct responsibility, at least vis-à-vis the
supervisory authority, for its management,
and accountability was sought ex post facto,
after the firm had become insolvent. It was
believed ex ante that each Board had trans-
ferred the two key responsibilities to others:
on the one hand, the management responsi-
bility to the “administration and management
officer” and on the other hand, the responsi-
bility for forming technical provisions (that is,
the responsibility for checking almost all bal-
ance sheet liabilities) to the appointed actu-
ary, who was personally accountable to the
supervisory authority. Solvency II, besides
attributing to the Board full responsibility for
administration and management, takes one
step further, bringing to the heart of each
effort the fact that all staff must be fully aware
of their risk-roles and tasks, starting from the
Board members and ending to each and every
one of the employees, working even at the
most remote branch. This knowledge must be
accompanied by a deep understanding of how
their individual tasks can affect risks at the
enterprise level, as well as how their opera-
tions and responsibilities interact with the
respective operations and responsibilities of
the other functions of the firm. 

A prerequisite for the effective risk manage-
ment of an insurer is the existence of an effec-
tive governance system, which shall ensure all
necessary safeguards to preventing anyone,
either an individual or a group of people within
the firm, from acquiring excessive power and
taking risks on behalf of the firm. This may
refer, for instance, to a specific underwriter
authorised to assume excessive risks, or an
employee who may determine and amend at
will reinsurance contracts, or even a CEO
whose (mostly oral) orders are executed with-
out any objections, even if they infringe upon
policies already established by the Board. It is
important to point out that an effective gov-
ernance system, coupled with clearly distinct

responsibilities, is the only safeguard that a
firm has against human errors and flaws in pro-
cedures and systems. Solvency II, acknowl-
edging this need, introduces the concept of key
functions, which are the actuarial function, the
risk management function, the internal audit
function and the compliance function. In addi-
tion, it introduces requirements for specific
procedures and processes which are imple-
mented by independent experts, such as the
independent overview of assets and liabilities
valuations and the independent validation of
risk measurement models. Lastly, it establishes
the requirement that each firm recognises and
addresses all conflicts of interest that have
arisen or may arise in the future. 

The Solvency II framework can be charac-
terised as quite liberal. There no longer exist
any restrictions which had been established
under Solvency I on the type and the level of
investments and insurance risks that a firm
was allowed to assume.22 From now on, each
firm is free to determine its investments by
itself, without any restrictions, and may also
assume insurance risks unconditionally. Con-
sidering that, each firm should exhibit self-dis-
cipline, setting specific restrictions (tolerance
limits) on the nature of risks it proposes to
cover. Furthermore, for each individual type
of risk falling within its tolerance limits, the
firm must set specific risk limits. Similar to the
strategic and business plans that determine
where the firm plans to move to, restrictions
and limits determine when a firm must stop.
Finally, on the basis of studies that have been
conducted from time to time worldwide, it is
clear that all kinds of fraud, abuse, theft and
infringement in general within firms are
almost identical in one respect: they invariably
track the firm’s cash flows. Besides, all kinds
of errors or failures have multiple adverse
effects on an organisation if they affect cash.
Under Solvency II, a firm’s cash outflows and
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different currencies.



inflows are placed at the centre of attention.
The actuarial function takes on a key role in
safeguarding the flow of cash, as all valuations
that it carries out and all procedures that it
follows for the validation of the models are
based on cash flows. 

D THE COMPONENTS OF SOLVENCY II 

D.1 THE PARTS OF THE LEGISLATIVE FRAMEWORK
OF SOLVENCY II

Solvency II has been designed in such a way as
to ensure a modern, innovative and liberal
regime of prudential supervision. Its main
objective is to strengthen the protection of pol-
icyholders, whilst contributing to financial sta-
bility, the creation of fair and stable markets
and the integration of the European insurance
market. Solvency II rests upon three pillars,
consisting of (i) quantitative requirements, (ii)
qualitative requirements that are mainly asso-
ciated with governance and supervision
requirements, and (iii) supervisory reporting
and public disclosure. 

These three pillars, albeit core elements of Sol-
vency II, are not expressly stated in legislative
texts, at least not explicitly. The provisions
regarding each pillar are scattered throughout
legislative texts23 and the only way to pinpoint
them is by making a reference to their content:
anything associated with quantitative require-
ments (calculations, methodologies, valua-
tions) is part of Pillar I; anything relating to
organisational or supervisory requirements is
included in Pillar II; and any arrangements
regarding public disclosure or reporting for
supervisory purposes belong to Pillar III. 

The legislative framework of Solvency II is
structured in 6 parts. Those parts, as well as
their titles, can be easily identified in Law
4364/2016. 

― Part 1 is “General rules on the taking-up
and pursuit of direct insurance and reinsurance
activities”. 

― Part 2 is “Specific provisions for insurance
and reinsurance”. 

― Part 3 is “Supervision of insurance and rein-
surance undertakings in a group”. 

― Part 4 is “Reorganisation and winding-up of
insurance undertakings”. 

― Part 5 includes “Other provisions”. 

― Finally, Part 6 comprises “Transitional and
final provisions”. 

Where in this section a reference is made to an
article without specifying the law or regulation
or decision thereof, it is assumed that the arti-
cle refers to Law 4364/2016. 

D.2 PART 1: “GENERAL RULES ON THE TAKING-UP
AND PURSUIT OF DIRECT INSURANCE AND
REINSURANCE ACTIVITIES” 

The first part of Solvency II includes all main
provisions regarding the functioning of insur-
ance and reinsurance undertakings on a solo
basis (as opposed to groups, as laid down in
Part 3). Part 1 comprises ten chapters, num-
bered in Greek characters from A to J. 

The pursuit of insurance and reinsurance in
Greece, as is also the case in the rest of the EU,
is a regulated activity, subject to the supervi-
sion of the Bank of Greece, and is undertaken
by firms that meet specific requirements and
which have obtained an authorisation by the
aforementioned supervisory authority. The
first three chapters A, B and C provide for such
matters. In greater detail: 

― Chapter A includes Articles 1-9. This chap-
ter determines the scope of the law (i.e. to
which undertakings and activities Solvency II
applies and which undertakings are excluded
from its provisions). Furthermore, this chapter
includes a classification of insurance opera-
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tions according to classes of insurance (9
classes for life insurance and 18 classes for
non-life insurance). 

― Chapter Β includes Articles 10-18 and cov-
ers the taking-up and pursuit of direct insur-
ance or reinsurance. This chapter specifies that
the pursuit of insurance and reinsurance oper-
ations is a supervised activity and is subject to
prior authorisation granted by the supervisory
authority. In addition, it lays down the condi-
tions for authorisation with regard to both the
undertakings seeking authorisation and their
shareholders. 

― Chapter C (Articles 19-28) comprises the
general rules of supervision and determines its
general principles and its main objective, as
well as general supervisory powers. While
Chapters A and B are, as a rule, a copy of
existing provisions from the previous super-
visory framework (e.g. the authorisation of
insurance undertakings is not a novelty intro-
duced by Solvency II), Chapter C is an utterly
new chapter, which, as it regards supervision,
is largely part of Pillar II, although there are
also provisions regarding reporting for
supervisory purposes (Article 24), which are
part of Pillar III. 

Chapters D, F and G constitute the core of Sol-
vency II. These chapters comprise the bulk of
arrangements that belong to all three Pillars,
as they determine quantitative requirements,
governance requirements and public disclosure
requirements. In more detail: 

― Chapter D (Articles 29-47) comprises gov-
ernance requirements, with its largest part
belonging to Pillar II, while Articles 38-42
belong to Pillar III since they involve the pub-
lic disclosure of information. 

― Chapter F (Articles 50-106) contains quan-
titative requirements, technical provisions and
own funds. 

― Finally, Chapter G (Articles 107-114)
relates to cases of insurance and reinsurance

undertakings which are non-compliant with
capital requirements, or are in difficulty or in
an irregular situation. 

Chapter E, which was not mentioned above,
consists of only two Articles (48 and 49)
regarding composite insurance undertakings
that pursue life and non-life insurance activi-
ties simultaneously and the distinct separation
of life and non-life insurance management. 

Lastly, the last three chapters of Part A,
namely H, I and J (Articles 115-144), relate to
the freedom of undertakings established in
another EU Member State to pursue cross-
border activities, through a branch or
remotely through the freedom to provide serv-
ices, in Greece and vice versa, as well as the
conditions for the taking-up of business by
undertakings of third (non-EU) countries
through branch establishment. 

D.2.1 Authorisation of insurance and reinsurance
undertakings 

Insurance and reinsurance are regulated activ-
ities. Therefore, their pursuit is subject to prior
authorisation by the supervisory authority
(Article 10). Nevertheless, this does not imply
that insurance undertakings established in
Greece are not allowed to seek for and pur-
chase reinsurance from reinsurance under-
takings elsewhere in the world. 

The operations which an insurance or rein-
surance undertaking is allowed to carry out are
clearly defined and distinctly separated into
two large categories: life and non-life insur-
ance. For reinsurance undertakings, this sep-
aration is sufficient. The authorisation granted
by the supervisory authority (Article 11 para.
4) may concern life reinsurance activity, non-
life reinsurance activity, or all kinds of rein-
surance activity (both life and non-life). 

For insurance undertakings, the authorisation
involves specific risks, classes and groups of
classes of direct insurance and/or all activities,
either in life or in non-life insurance. What
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insurance undertakings are not authorised is to
pursue life and non-life insurance activities
simultaneously (in contrast with reinsurance
undertakings which, as already mentioned, are
allowed to do so). At this point, there is a par-
ticularity in terms of insurance undertakings
that pursued simultaneously both life and non-
life insurance activities before Greece joined
the then European Economic Community
(EEC) on 1 January 1981. Composite insur-
ance undertakings which had received such an
authorisation in Greece before 1 January 1981
may continue to pursue those activities simul-
taneously (under Article 48 para. 5). 

Insurance undertakings may pursue reinsur-
ance activities only for the classes already
authorised. Conversely, the pursuit of the
direct insurance business by reinsurance
undertakings is not authorised. The main rea-
son for the above prohibition lies in the fact
that the framework for the reorganisation and
winding-up of insurance undertakings with spe-
cial privileges to policyholders and benefici-
aries is not applicable to reinsurers, but exclu-
sively to insurers. 

There are two types of authorisations granted
by the supervisory authority to an insurance or
reinsurance undertaking. Pursuant to the first
and most common type, the authorisation is
valid for the entire EU. In this way, all autho-
rised insurance or reinsurance undertakings
are granted a “European passport” enabling
them to pursue business in any other EU Mem-
ber State, either through branches (right of
establishment) or remotely (freedom to pro-
vide services). The second type is a different
version of the above authorisation and is
granted to a particular category of insurance
undertakings (the so-called “excluded insur-
ance undertakings”) which are excluded from
the scope of the three Pillars of Solvency II.
This special authorisation is valid only in
Greek territory (Article 12). 

Lastly, the aforementioned classification of
life and non-life insurance in classes or groups
of classes relates solely to the authorisation of

an insurance or reinsurance undertaking as
well as to the kind of activities it may pursue.
For all necessary calculations and reporting to
the supervisory authority, in contrast with the
provisions of the previous framework, the
above classification is no longer used, but a
different one is employed, which is based on
homogeneous risk groups and as a minimum
by lines of business or other case-by-case
approaches.24

D.2.2 Excluded insurance undertakings 

Solvency II places emphasis on the protection
of all policyholders of all insurance undertak-
ings. On that account, exclusion from the scope
of Solvency II [due to size] is quite limited, as
small and medium-sized insurance undertak-
ings are subject to the principle of propor-
tionality. However, in the event that the pro-
visions of the framework, even after the appli-
cation of the proportionality principle, are too
burdensome for such undertakings, then these
are excluded from the scope of Solvency II. 

Exclusion of an undertaking from the scope of
Solvency II is made in such a way so as not to
lead to distortions of competition by creating
dual-track insurance undertakings, or to avert
any unreasonable or undue results, e.g. a sit-
uation in which an undertaking falls within the
scope of Solvency II at the stage of growth, but
is excluded from it when it has accumulated
large obligations which are on a run-off situa-
tion, or whether it uses reinsurance as an exclu-
sion mechanism or not. 

Before analysing what it means for an under-
taking to be excluded from the scope of Sol-
vency II, it is important to describe what it does
not entail: 

― When an undertaking is excluded from Sol-
vency II, this does not mean that it is also
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similar effects, when calculating the contract boundaries.



excluded from the requirement to obtain
authorisation by the competent supervisory
authority; otherwise, we may end up with unau-
thorised undertakings pursuing insurance
activities in Greece. 

― The fact that a concrete, uniform, EU-wide
framework for the functioning of excluded
undertakings is not envisaged does not imply
that each Member State is not obliged to deter-
mine its own framework. Member States are
free to determine on their own the framework
for the functioning of such undertakings. Of
course, it is not uncommon that national laws
in some countries regarding such undertakings
are consistent with the provisions of Solvency
II – in other words, in some countries there
may be no excluded undertakings. 

― The right of establishment and freedom to
provide services, as specified in the Treaty on
the European Union, is valid, irrespective of
the “passport” system that is provided for in
the framework. Yet, the “passport” con-
tributes to an automated access, thereby lim-
iting the supervisory responsibilities and pow-
ers of the host State. Against this background,
excluded undertakings are not prohibited to
pursue insurance or reinsurance activities in
other EU Member States, but to do so, they
need an approval (authorisation) by the host
Member State. 

Undertakings which may be excluded from the
scope of Solvency II must fulfil one of the fol-
lowing conditions: they must either take the
form of a mutual undertaking and at the same
time fully transfer their risk25 or be very small.26

In the first case, a full transfer of risks can take
two alternative forms: either the conclusion of
an agreement which provides for the full rein-
surance of the insurance policies issued or the
conclusion of an agreement under which the
accepting undertaking is to meet the liabilities
arising under such policies in the place of the
ceding undertaking. A prerequisite for rein-
surance or accepting undertaking is that the
counterparty of the mutual undertaking is

another mutual undertaking.27 If all of the con-
ditions are met, then the mutual undertaking
is automatically excluded from the scope of
Solvency II without necessitating prior
approval by the supervisory authority. 

In the second case (i.e. exclusion due to size),
exclusion is subject to approval by the super-
visory authority, while insurance undertakings
must fulfil two general conditions: (a) they
must not have established a branch in another
EU Member State, or must not pursue insur-
ance activities in another EU Member State in
accordance with the provisions regarding the
freedom to provide services; and (b) their busi-
ness must not include insurance or reinsurance
activities covering liability, credit and surety-
ship insurance risks. 

In addition to the aforementioned general con-
ditions, undertakings which may be excluded
from the scope of Solvency II due to size must
meet the following thresholds: 

― their annual gross written premium income
does not exceed EUR 5 million; 

― the total of technical provisions does not
exceed EUR 25 million; 

― the business of the undertaking does not
include reinsurance operations or, if it does, it
is very small relative to its direct insurance
operations;28

― either they do not belong to an insurance
group or where the undertaking belongs to a
group, the technical provisions of the group do
not exceed EUR 25 million. 
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25 Article 7(1) of Law 4364/2016.
26 Article 7(2) 2 of Law 4364/2016.
27 The rationale behind the counterparty being a mutual undertaking

is associated with the relatively stronger links that are developed
in those cases, as for a mutual undertaking to provide reinsurance
to another mutual undertaking, the latter is required to become
member of the first. 

28 In this context, reinsurance operations should be not more than
10% of gross written premium income or not more than 10% of the
total of technical provisions – for the underlying insurance and
reinsurance obligations. For reinsurance operations to be
characterised as small, on top of the above conditions, they should
not exceed EUR 0.5 million of gross written premium income or
EUR 2.5 million of total reinsurance obligations.



The exclusion of an undertaking from Solvency
II requirements due to size is a dynamic
process which is verified both during the initial
authorisation of the undertaking and for each
year of operation. At the time of initial autho-
risation, in order to be excluded from the scope
of Solvency II, the undertaking must establish
in its scheme of operations that its activities are
not expected to exceed any of the thresholds
within the following five years. 

Undertakings may be excluded due to size not
only upon first authorisation but also through-
out their operation. If an undertaking,
although in the beginning it did not fall under
the scope of Solvency II, has followed a busi-
ness downsizing practice with a view to meet-
ing the conditions for exclusion for three con-
secutive years and is expected to continue to
meet those conditions in the following five
years, it may request to be excluded due to size. 

If an undertaking has been excluded due to
size either upon first authorisation or later, on
account of reduced business, it must each year
confirm that it has met all quantitative condi-
tions for exclusion over the past three consec-
utive years. If this fails to be verified, the
undertaking ceases to be entitled to exclusion
and falls within the scope of Solvency II from
that year onwards. 

Finally, it is important to note that the afore-
mentioned amounts are adjusted for inflation
(based on the Harmonised Index of Consumer
Prices of the EU). As those amounts must
reflect the actual size of each undertaking and
should not easily be affected by the manage-
ment practices of each undertaking, technical
provisions are gross of reinsurance, i.e. tech-
nical provisions are not calculated net of the
amounts recoverable from reinsurance con-
tracts. 

D.2.3 Head offices and legal form of the insurance
and reinsurance undertaking 

While under the previous supervisory frame-
work the head office of an insurance or rein-

surance undertaking should be located only in
specific Greek cities, such restriction is now
removed by Solvency II. . Regarding the legal
form of insurance undertakings, there are
three options: société anonyme, European
company, or mutual association. In all three
cases, the shares should not be anonymised.
Mutual undertakings have an additional
restriction: they may only be non-life insurers.
All of the above, as well as the operations laid
down in their statute, any amendment thereto
regarding the type of their activities and any
increase or decrease in their share capital, are
subject to prior approval by the supervisory
authority. 

D.2.4 Pillar I: Quantitative requirements 

“Pillar I” of Solvency II concerns the quanti-
tative requirements on (re)insurance under-
takings and comprises the following elements: 

1. Valuation of assets and liabilities 
2. Technical provisions 
3. Own funds 
4. Solvency capital requirement 
5. Minimum capital requirement 
6. Investments. 

(Re)insurance undertakings value assets and
liabilities as follows, unless stated otherwise:
(a) assets are valued at the amount for which
they could be exchanged between knowledge-
able willing parties in an arm’s length trans-
action; and (b) liabilities are valued at the
amount for which they could be transferred, or
settled, between knowledgeable willing parties
in an arm’s length transaction. 

When valuing liabilities, no adjustment is made
to take account of the own credit standing of
the insurance or reinsurance undertaking. 

Insurance and reinsurance undertakings
establish technical provisions for all of their
insurance and reinsurance obligations towards
policyholders and beneficiaries of insurance or
reinsurance contracts. The value of technical
provisions corresponds to the current amount
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that insurance and reinsurance undertakings
would have to pay if they were to transfer their
insurance and reinsurance obligations imme-
diately to another insurance or reinsurance
undertaking. 

Apart from technical provisions and other obli-
gations, undertakings hold an additional
amount of assets or third-party commitments
that can be called in specific circumstances.
This additional amount takes the form of own
funds, i.e. funds that can be called up to absorb
any unexpected losses, if and when they occur,
and is in principle calculated as the excess of
assets over liabilities, the so-called “economic
capital”. In this context, own funds are used as
an extra level of security (protection of poli-
cyholders). The amount of own funds is equal
to the sum of on-balance sheet items and any
off-balance sheet items. On-balance sheet
items are called basic own funds and are equal
to the sum of economic capital and subordi-
nated loans. Those loans, although they cannot
be treated as own funds in the narrow account-
ing sense, since they are not “own” funds of the
undertaking, exhibit some characteristics that
could place them under own funds.29 Off-bal-
ance sheet items are called ancillary own funds,
usually comprise the unpaid share capital or
initial fund, letters of credit and guarantees, or
any other commitments, such as any future
supplementary contributions by members of a
mutual association, and are subject to prior
supervisory approval. Own funds are classified
into three tiers (Tier 1, 2 and 3) depending on
their loss-absorbency and to the extent that
they meet five main criteria: 

― Permanent availability 
― Subordination 
― Absence of incentives to redeem 
― Αbsence of mandatory servicing costs 
― Absence of encumbrances. 

Basic own funds can be classified in one of the
three tiers (Tier 1, 2 or 3), whereas ancillary
own funds can only be classified in Tier 2 or 3.30

Eligible own funds must be higher than the sol-
vency capital requirement. 

The solvency capital requirement corresponds
to the economic capital that a (re)insurance
undertaking must hold to limit the annual
probability of default to 0.5%, that is the
probability of default should be 1 over 200
years, and to reflect the actual risk profile of
the undertaking, taking account of all quan-
tifiable risks. 

The solvency capital requirement is calculated
in two alternative ways. The first involves the
use of a standard formula (standardised
method), which aims to strike the right balance
between sensitivity to risk and practicability.
The standard formula enables the use of
parameters specific to each undertaking,
depending on the case, as well as of standard-
ised simplifications for small and medium-
sized undertakings. The risk measure is the
Value-at-Risk of basic own funds with a 99,5%
confidence level over a one-year period, cov-
ering at least the following risk modules: non-
life underwriting risk, life underwriting risk,
health underwriting risk, market risk, coun-
terparty default risk, and operational risk. The
second method involves the use of internal
models that have been developed by the
(re)insurance undertakings themselves on the
basis of specific principles. 

The minimum capital requirement represents
an amount of capital below which policyhold-
ers’ interests are exposed to an unacceptable
level of risk, were insurance and reinsurance
undertakings allowed to continue their oper-
ations. As a result, if the undertaking fails to
comply with the minimum capital requirement,
the supervisory authority is allowed to activate
a measure of last resort, i.e. a withdrawal of
authorisation. 

All investments by undertakings are managed
and monitored in accordance with the prudent
person principle, which requires from
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lender has agreed to not receive interest or principal, which will
instead be allocated in favour of policyholders in the event of
financial difficulties facing the undertaking or, otherwise, to receive
it only when financial difficulties are remedied. 

30 They cannot be classified in Tier 1 as they are not readily available.



(re)insurance undertakings to give due con-
sideration to the risks to which they are
exposed. In this context, the legislation does
not envisage any particular categories of
investments, and no prior supervisory approval
is required. Nevertheless, insurance and rein-
surance undertakings should only invest in
assets and instruments whose risks they can
properly manage, monitor and control. 

Last but not least, a key chapter of Pillar I is
the long-term guarantee measures (LTG)
which (re)insurance undertakings provide to
their policyholders. Those measures are aimed
at addressing artificial volatility in the balance
sheets of undertakings under Solvency II.31

Such measures are the symmetric adjustment
in the equity risk module (SA), the volatility
adjustment (VA), the matching adjustment
(MA), transitional measures on risk-free rates
(TMRFR), transitional measures on technical
provisions (TMTP) and the extension of the
recovery period (ERP). 

D.2.5 Pillar II: Quantitative requirements –
Supervision and Governance

The quantitative requirements and the super-
visory rules for (re)insurance undertakings
(Pillar II of the Solvency II framework) are laid
down in two sections, of which one comprises
the Supervisory Authorities and General Rules
and applies to supervisory authorities, and the
other comprises the Governance System and
applies to (re)insurance undertakings. 

The main objective of supervision 
The main objective of supervision according to
Solvency II is the protection of policyholders
and beneficiaries. The term beneficiary is
intended to cover any natural or legal person
who is entitled to a right under an insurance
contract. Financial stability and fair and stable
markets are other objectives of supervision. 

Striking a balance between the main and other
objectives of supervision calls for an ongoing
effort, as, although on a first reading they
appear to be consistent with one another,

under special circumstances the same objec-
tives may dictate different decisions or actions
on the part of a supervisory authority. On the
one hand, the other objectives of supervision
must be taken into account without under-
mining the main objective, i.e. the protection
of policyholders and beneficiaries, as a sol-
vency framework should give precedence to the
protection of those persons ―otherwise,
what’s the point in undertakings being sol-
vent?― while, on the other hand, supervisors
must duly consider the potential impact of
their decisions on the stability of the financial
systems concerned in the EU, in particular in
emergency situations. 

Solvency II is not limited to those objectives,
but sets an additional mandate to the supervi-
sory authorities, in the form of a limitation,
requiring that, in times of exceptional move-
ments in the financial markets, supervisory
authorities should take into account the poten-
tial pro-cyclical (recessionary) effects of their
actions. 

Supervisory principles and general rules 
Under Solvency II, supervision rests upon a
risk-oriented, forward-looking approach, which
is allowed for by the existence of a system that
captures the actual risk profile of undertakings,
on the basis of economic principles, taking full
advantage of the information provided by the
financial markets. In addition, special care is
given towards ensuring that the Solvency II
framework is not too burdensome for small and
medium-sized undertakings. Therefore, the
proportionality principle is promoted, which
applies to all Solvency II requirements. 

The principle of proportionality 
The principle of proportionality is a new con-
cept in private insurance law, based on an esca-
lation of supervisory requirements on each
undertaking depending on the nature, scale
and complexity of the risks inherent in its busi-
ness activities. Although the proportionality
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principle governs the entire framework, it is
not clearly defined therein. Thus it is left to be
defined on a case-by-case basis and in a man-
ner akin to the level and the type of risks of
each undertaking (rather than the size of its
business, unless expressly stated so by the law).
It is clear that, on the basis of this principle,
two seemingly identical undertakings but with
divergent risk management practices are sub-
ject to different requirements. 

Ladder of supervisory intervention 
Under the provisions regarding supervisory
authorities, Solvency II grants to the supervi-
sory authorities of all Member States the same,
increased, powers, but is not limited to an
exhaustive list. Thus, supervisory authorities
possess an escalating ladder of intervention in
the undertakings depending on the degree of
any non-compliance. 

First of all, supervision follows a principles-
based approach without involving the imposi-
tion of concrete measures and the intervention
of the supervisory authority in the undertak-
ing’s operation. In the event of significant non-
compliance with the solvency capital require-
ment, the undertaking submits a realistic
recovery plan for approval by the supervisory
authority. In this case, supervision makes a
first-level intervention, requiring the under-
taking to take concrete measures either to mit-
igate the risk assumed or to raise additional
capital with a view to remedying non-compli-
ance within six months. In the event that the
condition of the undertaking deteriorates and,
as a result of this deterioration, non-compli-
ance with the minimum capital requirement is
observed, the undertaking submits a realistic
short-term finance scheme for approval by the
supervisory authority. In that case, supervision
makes a second-level intervention in the
undertaking, following a rules-based approach
this time for the remedy of non-compliance
within three months. Finally, if the undertak-
ing fails to comply with the rules for technical
provisions, supervision shall not expect the
submission of a recovery plan or finance
scheme; instead, it intervenes promptly and

may prohibit the free disposal of its assets or
even resort to more drastic measures. In any
event, the measures adopted are proportion-
ate, thus reflecting the level and duration of
the deterioration of the solvency position of
the undertaking concerned. 

Stress testing 
A new power in the hands of the supervisory
authorities is the possibility to require under-
takings to assess their solvency standing under
adverse scenarios (stress test). The supervisory
authority may require that stress tests are con-
ducted either by each undertaking on a solo
basis, noting the risks specific to the under-
taking concerned depending on its risk profile,
or by the entire market. 

Supervisory review process 
In order for the supervisory authorities to iden-
tify those undertakings with financial, organi-
sational or other characteristics that generate
a high risk profile, the concept of the Super-
visory Review Process (SRP) is introduced.
This process is developed by the supervisory
authorities and comprises the review and
assessment of (a) each undertaking’s compli-
ance with the Solvency II framework, (b) the
system of governance, (c) the risks which the
undertaking concerned faces or may face, and
(d) its ability to address any possible events or
future changes in economic conditions that
could have adverse effects on its overall finan-
cial standing. 

Capital add-on under Pillar II 
Supervisory authorities may, only in excep-
tional circumstances, impose a capital add-on
on insurance or reinsurance undertakings as a
measure of last resort, in cases in which either
their risk profile deviates significantly from the
assumptions underlying the Solvency Capital
Requirement or the system of governance
deviates significantly from the standards laid
down in the Solvency II framework. 

Nevertheless, even in the aforementioned cases
of deviations, the imposition of a capital add-
on by the supervisory authority is exceptional,
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suggesting that there is a course of actions to
be followed by each supervisor in order to rem-
edy those deficiencies, with the imposition of
a capital add-on being the very last step. On the
basis of the proportionality principle, the
supervisory authority is free to consider impos-
ing a capital add-on and has the power to
impose it, but is by no means obliged to do so.32

Outsourced activities 
Another power that the supervisory authorities
possess refers to the supervision of functions
that have been outsourced by (re)insurance
undertakings, in particular given the possibil-
ity of outsourcing key functions. 

In this context and in order to ensure effective
supervision of outsourced activities or func-
tions, it is essential that the supervisory author-
ities have access to all relevant data held by the
outsourcing service providers, as well as the
right to conduct on-site inspections at the busi-
ness premises of the outsourcing service
provider, regardless of whether the latter is a
regulated or unregulated entity. 

Governance requirements 
The governance requirements on (re)insurance
undertakings which are laid down by Solvency
II are aimed at achieving harmonisation with
the respective requirements on the banking and
securities sectors. Under Solvency II, rigorous
governance requirements are a prerequisite for
the existence of an effective solvency regime, as
certain risks can only be addressed through such
requirements rather than with the establish-
ment of quantitative requirements. 

Against this background, undertakings have
the following four key functions:33 the actuar-
ial function, the risk-management function, the
internal audit function and the compliance
function. The system of governance also
includes compliance with fit and proper
requirements for persons who effectively run
the undertaking or have other key functions. 

To ensure the sound operation of the system
of governance, undertakings are required to

have written policies in relation to risk man-
agement, internal control, internal audit and,
where relevant, outsourcing. 

Lastly, the Own Risk and Solvency Assessment
(ORSA) is introduced, through a process of
internal assessment conducted by the under-
taking itself as part of its strategic decisions,
which also serves as a supervisory tool. 

D.2.6 Pillar III: Supervisory reporting and public
disclosure 

Supervisory reporting and public disclosure
make up Pillar III of the Solvency II frame-
work and refer to the information to be pro-
vided for supervisory purposes, as well as pub-
lic disclosure. 

Information to be disclosed34 is contained in a
single document entitled “Solvency and
Financial Condition Report”. In this report,
which is released on annual basis, each under-
taking includes information using specific
structure and, in some cases, according to a
specific format.35 The report comprises data
regarding the business and the performance of
the undertaking in the previous year, a descrip-
tion of the system of governance, and infor-
mation on its risk profile. Furthermore, it
includes information on the methods used for
the valuation of assets, technical provisions and
other liabilities as well as a description of its
capital management. 

Information provided for supervisory pur-
poses36 can be found under the general head-
ing “regular supervisory reporting” and com-
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32 If not (when capital add-ons are imposed in not so exceptional
circumstances), there is a risk of indirectly admitting that the
Solvency II framework fails to establish a new risks-based solvency
regime. Needless to say, the phrase “in exceptional circumstances”
should in no way be interpreted as drawing the line in the number
of cases in which a supervisory authority may impose such capital
add-ons.

33 A function is defined as an internal capacity to undertake practical
tasks of administration, management, representation or control
over specific operations of an undertaking, within a system of
governance (Article 3(29) of Law 4364/2016.

34 Articles 290-299 of the Regulation (EU) 2015/35.
35 The procedures, formats and templates of the report on solvency

and financial condition are specified in Implementing Regulation
(EU) 2015/2452.

36 Article 304 of Regulation (EU) 2015/35.



prises: (a) the (published) solvency and finan-
cial condition report; (b) the regular supervi-
sory report, which contains information spec-
ifying and further elaborating on the published
report;37 (c) annual and quarterly quantitative
templates specifying in greater detail and sup-
plementing the information presented in the
above reports. 

D.3 PART 2: “SPECIFIC PROVISIONS FOR
INSURANCE AND REINSURANCE”

The second part of Solvency II (Articles 145-
169) comprises specific provisions to life insur-
ance, non-life insurance, health insurance and
legal expenses insurance. These provisions are
actually recasts of older provisions regarding,
by way of illustration, the law applicable to
insurance contracts, issues specific to com-
pulsory insurance, general information for pol-
icyholders before the conclusion of insurance
contracts, cancellation periods, finite reinsur-
ance and special purpose vehicles, while a set
of provisions facilitating EU-wide co-insurance
operations is contained at the end. 

D.4 PART 3: “SUPERVISION OF INSURANCE AND
REINSURANCE UNDERTAKINGS IN A GROUP”

The third part of Solvency II provides for the
supervision of groups, in particular insurance
groups. For this kind of supervision, the defi-
nition provided by the Solvency II framework
is of great relevance. Insurance and reinsur-
ance undertakings which are linked with one
another in one of the following two ways are
considered a group:38

― a group of undertakings that consists of a
participating undertaking, its subsidiaries and
the entities in which the participating under-
taking or its subsidiaries hold a participation,
or 

―a group of undertakings that is based on the
establishment, contractually or otherwise, of
strong and sustainable financial relationships
among those undertakings, under certain con-
ditions. 

As for the understanding of Solvency II
requirements on groups it is important to have
previously acquired a full grasp of the rela-
tionships which two or more undertakings can
establish, all relevant definitions are presented
in the Annex of the present study.

D.4.1 Cases of application of group supervision 

Supervision at the group level applies to the
following three cases reflecting three different
types of group relationships. In the first case,
the group relationship refers to either insur-
ance and reinsurance undertakings, which are
a participating undertaking in at least one
insurance or reinsurance undertaking, or insur-
ance and reinsurance undertakings, the parent
undertaking of which is an insurance holding
company or a mixed financial holding company
which has its head office in the EU. In this
case, the scope of supervision extends to the
entire spectrum of the group’s solvency and
financial condition. 

In the second case, the group relationship
involves insurance and reinsurance undertak-
ings, the parent undertaking of which is an
insurance or reinsurance undertaking or an
insurance holding company or a mixed finan-
cial holding company that has its head office
outside the EU. In this case, supervision rests
upon an assessment of the equivalence of
third-country supervisory regimes and varies
accordingly. 

In the third case, the group relationship refers
to insurance and reinsurance undertakings, the
parent undertaking of which is a mixed-activ-
ity insurance holding company. In this case, the
scope of supervision focuses rather on the
supervision of intra-group transactions than on
the group’s solvency. 

In the above analysis, it has been taken for
granted that the head of each group is clearly
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identifiable. However, in most cases things are
not so clear-cut. A group may operate in more
than one countries, either within or outside the
EU. For this reason, Solvency ΙΙ (Article173)
states that the ultimate parent undertaking at
the EU level is deemed head of the group.. If
a group forms a subgroup which is active only
in one country, the supervisory authority of
that country may, without prejudice to national
law,39 deem the subgroup as a national sub-
group which is subject to group supervision,
irrespective of the remainder of the group. 

D.4.2 European insurance group supervision 

The supervision of EU insurance groups (i.e.
the first case of group supervision) applies: 

(a) to insurance or reinsurance undertakings,
which are a participating undertaking in at
least one EU insurance undertaking, EU rein-
surance undertaking, third-country insurance
undertaking or third-country reinsurance
undertaking; and

(b) to insurance or reinsurance undertakings,
the parent undertaking of which is an insur-
ance holding company or mixed financial
holding company which has its head office in
the EU. 

It should be noted that, in cases where the
group also pursues activities other than insur-
ance, Solvency II is interested in that part of
the group which concerns insurance and rein-
surance operations, addressing the remaining
part either in a simple (yet clear) manner or
by way of reference to other legislative texts,
for instance Law 3455/2006 regarding credit
institutions, investment firms and financial
institutions. 

EU group supervision focuses on two aspects:
(a) the financial position of the group and (b)
the cooperation of supervisory authorities. 

The assessment of a group’s financial position
includes group solvency, the supervision of risk
concentration and of intra-group transactions,

and the supervision of the system of gover-
nance. For the cooperation of the supervisory
authorities that are associated with a group,
the role of the colleges of supervisors is pivotal.
For each group with cross-border operations a
college of supervisors is set up, headed by one
of the above supervisory authorities, namely
the group supervisor, and having as members
the supervisory authorities of the other coun-
tries in which the group is active, namely the
supervisory authorities concerned to group
supervision. The college of supervisors means
a permanent but flexible structure for coop-
eration and coordination among the supervi-
sory authorities concerned to group supervi-
sion, as well as for facilitation of the decision-
making process. 

D.4.3 European group solvency

The solvency of an EU group is calculated by
two different ways which are called Method 1
and 2, respectively. Method 1 is the default
method and is carried out on the basis of the
consolidated accounts. Under the accounting
consolidation-based method, data from all
(re)insurance undertakings of the group are
consolidated, and the group’s own funds and
Solvency Capital Requirement are calculated
as if the group were a single undertaking. In
this case, the resulting capital requirement is
the consolidated group Solvency Capital
Requirement. The consolidated group Solvency
Capital Requirement can be calculated either
using the standardised method, which also
applies to an undertaking on a solo basis, or on
the basis of an internal model for a group40 upon
request of permission. The permission is
granted by the group supervisor, after con-
sulting with the supervisors of all Member
States in which the related undertakings falling
under the scope of the internal model for the
calculation of the consolidated group Solvency
Capital Requirement have their head offices,
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39 This leeway is provided by Solvency II Directive (Directive
2009/138/EC) and is a national choice, left at the discretion of the
national legislator. In Greece, the national legislator chose to grant
this leeway to the Bank of Greece.

40 Article 188(2) of Law 4364/2016.



i.e. the supervisory authorities involved. In the
event that this internal model is used for the
calculation of the consolidated group Solvency
Capital Requirement and of the Minimum
Capital Requirement of at least one insurance
or reinsurance undertaking of the group (on a
solo basis), the model is called group internal
model,41 the supervisory authorities of the
Member States, in which the head office of the
participating as well as of any related insurance
and reinsurance undertaking using the group
internal model is located, are called supervisory
authorities concerned, and all parties concerned
must jointly decide whether or not to grant the
permission sought. 

Method 2 is called deduction and aggregation
method, is an alternative method to Method
1 and can be used only following permission
by the group supervisor. This method is used
to calculate the capital requirement of the
group, the aggregated group Solvency capital
Requirement, employing the relevant succes-
sive aggregations and deductions of individual
capital requirements and own funds of the
related insurance and reinsurance undertak-
ings, as calculated for each undertaking on a
solo basis. 

D.4.4 Group solvency supervision for groups with
centralised risk management 

A problem facing groups with insurance or
reinsurance subsidiaries in several EU Mem-
ber States is that each subsidiary is subject to
the supervision of the national competent
authority. As a result, if such a group aspires
to manage the risks assumed by all of its sub-
sidiaries in a common (centralised) manner, it
is faced by as many possible hindrances as the
number of the national competent authorities
supervising its subsidiaries. 

Solvency II gives to such groups, provided that
they have a proven centralised risk manage-
ment, the option, with regard to specific issues
of their subsidiaries (e.g. the possible imposi-
tion of a capital add-on), to be subject to the
supervision of a single supervisor, namely the

group supervisor, instead of the other super-
visory authorities concerned or, with respect to
other issues, to reduce any flexibility that the
national supervisory authorities possess in
enforcing measures on the supervised sub-
sidiary (e.g. in the event of non-compliance
with the Solvency Capital Requirement). This
option is given to a group following prior
supervisory approval. 

D.4.5 Solvency of groups with parent
undertakings outside the EU 

The supervision of groups, the parent under-
taking of which is an insurance or reinsurance
undertaking, an insurance holding company or
a mixed financial holding company which has
its head office in a third, non-EU country (i.e.
the second case of group supervision), is sub-
ject to verification of equivalence of the super-
visory regime of that third country. In the
event that the third-country supervisory
regime has been deemed (by the European
Commission or the group supervisor) equiv-
alent to the Solvency II regime, a college of
supervisors is set up, with participation of the
third-country supervisory authority, with a
view to ensuring a proper exchange of infor-
mation, and the calculation of the group sol-
vency is carried out in accordance with the
regulation of the third country. 

The assessment of the equivalence of third-
country supervisory regimes is conducted by
EIOPA, and the European Commission
decides whether there is equivalence or not.
The Commission’s equivalence decision may
be full or provisional. Their difference lies in
that a full recognition of equivalence has no
time limit, unless of course changes are in the
meantime made in the supervisory system of
the third country, and in this case a re-assess-
ment is warranted, whereas the provisional
recognition of equivalence is valid over a pre-
determined time horizon and specific condi-
tions are determined which the third country
should meet in order to achieve full recogni-
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tion. Furthermore, in the event of provisional
equivalence, for the favourable provisions of
equivalence to be enforceable,42 the parent
undertaking of which the head office is
located in a third country must have a total
balance sheet exceeding the balance sheet of
each one of its EU subsidiaries. Finally, in the
event of lacking decisions (positive or nega-
tive) by the European Commission, a verifi-
cation of equivalence may be carried out and
a full equivalence decision may be adopted by
the acting group supervisor,43 in cooperation
with ΕΙΟΡΑ. 

If there is no equivalent supervision or if equiv-
alence is provisional, but there is at least one
subsidiary of the group in the EU, the balance
sheet of which exceeds that of the parent
undertaking, then the calculation of group sol-
vency is carried out in accordance with what is
provided for in Solvency II (and not according
to the third-country methodology). 

D.4.6 Mixed-activity insurance holding companies 

Where the parent undertaking of one or more
insurance or reinsurance undertakings is a
mixed-activity insurance holding company (i.e.
the third case of group supervision), supervi-
sion is general and exercised over transactions
between those insurance or reinsurance under-
takings and the mixed-activity holding com-
pany and its related undertakings. In this case,
the group solvency is not calculated. 

D.5 PART 4 “REORGANISATION AND WINDING-UP
OF INSURANCE UNDERTAKINGS” 

The fourth part of Solvency II (Articles 220-
248) provides for matters relating to the reor-
ganisation and winding-up of insurance44

undertakings with a head office in Greece,
including their branches in other Member
States, as well as of branches of third-country
insurance undertakings situated in the territory
of Greece. This Part also applies to branches
of Greek insurance undertakings which are
active in third countries, unless stated other-
wise in the third-country law. 

Before resorting to the withdrawal of autho-
risation of an insurance undertaking, and
under specific circumstances, the supervisory
authority may take a series of measures,
aimed at safeguarding or restoring the finan-
cial condition of the insurance undertaking,
the so-called reorganisation measures. Such
measures differ from administrative measures
against the undertaking or shareholders that
the supervisory authority may adopt in its
capacity as supervisor, as reorganisation meas-
ures may affect pre-existing rights of
claimants, policyholders and beneficiaries, as
well as of other contracting parties and cred-
itors. Such measures refer to mandatory share
capital increase, mandatory transfer of port-
folio, suspension of payments and reduction
of claims.45 For the implementation of reor-
ganisation measures, the supervisory author-
ity may appoint an insurance administrator,
either cooperating with the Board of the
insurance undertaking or acting as a replace-
ment thereof. 

The supervisory measure of last resort for the
protection of policyholders is the withdrawal
of authorisation of an insurance undertaking
and the opening of winding-up proceedings.46

In this case, the competent authority appoints
a liquidator who is responsible for adminis-
tering winding-up proceedings. The winding-
up of an insurance undertaking involves the
realisation of its assets and the distribution of
the proceeds (indemnification) to policyhold-
ers and beneficiaries. Winding-up proceedings
end either when the insurance portfolio has
been disposed of (i.e. the rights of all insured
parties have been satisfied) or when the assets
of the undertaking concerned have been
exhausted. In the first case, the phase of a typ-
ical liquidation follows. 
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42 In other words, the calculation of group solvency is carried out in
accordance with the supervisory provisions of the third country. 

43 As quasi group supervisor is defined that supervisory authority
which would hypothetically be the group supervisor if the group
were European.

44 In contrast with reinsurance undertakings, to which special
provisions on reorganisation and winding-up are not applicable, but
to which only common provisions for their reorganisation apply,
as is generally the case for all societes anonymes.

45 Articles 277-230 of Law 4364/2016.
46 As opposed to a typical liquidation. 



D.6 PART 5: “OTHER PROVISIONS” 

The fifth part of Solvency II includes Articles
249-268. This Part provides for a number of
issues, which are not directly connected with
other Parts. By way of illustration, these pro-
visions regard the right to apply to the courts,
the exchange rates of the euro and the revision
of amounts expressed in euro, claims repre-
sentatives, loss adjusters and legal represen-
tatives. Moreover, provisions are included
regarding the operation of certain sectors or
businesses, such as capital redemption, profit
sharing mechanisms and surplus funds. Part 5
concludes with administrative and criminal
sanctions on breaches of private insurance leg-
islation. 

D.7 PART 6: “TRANSITIONAL AND FINAL
PROVISONS” 

The sixth and last part of Solvency II comprises
transitional and final provisions. This Part is
structured in three large sections: the first sec-
tion refers to the authorisations of existing
undertakings and the rights acquired by exist-
ing branches and reinsurance undertakings, the
second section refers to a series of transitional
provisions for the smooth transition from Sol-
vency I to Solvency II, and the third section
involves phase-in provisions. Phase-in provi-
sions had initially been designed with a view to
enabling the supervisory authority to grant
and, subsequently the undertakings to obtain,
any necessary permissions or approvals
regarding their operation on the first day of
application of the framework (1 January 2016)
at a time prior to the first application, i.e. from
1 April 2016 onwards. As the transposition of
the Solvency II Directive in Greek law took
place later than the first day of its application
(on 5 February 2016) with retroactive effect
from 1 January 2016, those phase-in provisions
were never implemented. 

Special reference is made to the insurance sub-
class IV.2 “Accident and sickness in non-life
insurance”, which was applicable under Sol-
vency I. As by Law 4367/2017 this class no

longer exists, all insurance undertakings which
comprised that sub-class received automati-
cally an authorisation for both Solvency II
classes 1 “Accident” and 2 “Sickness”. Thus, all
life insurance undertakings which included this
sub-class were converted into special compos-
ite insurance undertakings, in the sense that,
although they are not treated as composites,
they are not entitled to further expand their
authorisation into other classes of non-life
insurance. 

As already mentioned, Solvency II has intro-
duced a series of transitional provisions with a
view to ensuring the smoothest possible tran-
sition from the former supervisory framework. 

E CONCLUSIONS 

As mentioned above, Solvency II provides a
single (and common) framework at the Euro-
pean level (and not merely at the national
level). This has multiple and direct conse-
quences: 

a) The legal framework of Solvency II shall not
vary across countries or per national legislator.
As a result, any country-specific circumstances,
which under the previous framework could
only be addressed with special legislative meas-
ures specific to the country concerned,47 can
now be dealt with only within the range of pos-
sibilities provided by the common EU-wide
legal framework. 

b) The solvency of (re)insurance undertakings
in all EU Member States is comparable, as it
is determined on the basis of uniform criteria,
in contrast with the former Solvency I regime
which was only seemingly common.48

44
Economic Bulletin

December 2016 87

47 An illustrative example is the solutions provided by Greek
legislation in the past: mass losses from the drop in share prices in
2000, which were likely to significantly impair the solvency of
insurance undertakings, were capitalised by way of derogation and
were amortised in three years. Similarly, PSI-related losses were
not recognised immediately but gradually through a derogation for
Greek government bonds.

48 As the previous directives that introduced Solvency I had minimum
harmonisation, after more than 30 years of application, cross-
country differences were so large that, arguably, there were 28
different frameworks.



c) The operation of European groups has
become considerably simpler, as they are not
faced by divergent supervisory requirements in
each country in which they are active, but deal
with a single EU-wide regime, which has direct
positive effects on their operating costs as they
now can benefit from economies of scale across
countries. 

d) The supervisory authorities throughout
Europe no longer act on their own, at least to
the same degree as under the previous regime,
or without any coordination between them, but
they make a concerted effort, developing com-
mon supervisory practices or even common
supervisory actions, both through the institu-
tion of the college of supervisors with regard
to groups with cross-border presence and
through EIOPA, which now enjoys enhanced
powers relative to the past. 

In Section C of this paper, the new perspective
dictated by Solvency II was presented. This per-
spective calls for a different treatment of insur-
ance undertakings and insurance contracts: it
invites us to view the insurance undertaking as
a financial institution that seeks, through the
maximisation of its shareholders’ profits, to pro-
tect policyholders and insurance contracts as
financial instruments. This new point of view is
key to the risk valuation and management of a
(re)insurance undertaking. This inevitably leads
to the adoption of market consistent risk valu-
ations, an integrated approach to risks and an
enterprise risk management perspective. The
practice of an integrated, rather than a solo-
based approach to risks is corroborated by the
fact that the main criterion for the solvency of
an undertaking is the level of aggregate risks
assumed, either using the Solvency Capital
Requirement standard formula or on the basis
of an internal model.49

As already noted, Solvency II rests upon three
pillars (quantitative requirements ―gover-
nance requirements― public disclosure of
information and supervisory reporting).
Although the rationale behind Solvency II pil-
lars is considerably different from the respec-
tive arrangements of the previous regime,
traces of all building blocks of the three pillars
could also be found in the former supervisory
framework, save one. Quantitative or gover-
nance requirements as well as reporting for
supervisory purposes have always been present,
albeit simpler and undeniably different. Nev-
ertheless, there existed some. What was alto-
gether lacking under the previous regime,
given that it had not been envisaged at all, was
the public disclosure by undertakings them-
selves of detailed information on their solvency
and financial condition. This enhances trans-
parency vis-à-vis policyholders and markets,
i.e. any eventual future investors wishing to
assume the insurance portfolio. 

Of course, at the end of the day, the policy-
holder cannot help but wonder (and this is
what he is ultimately interested in) whether
the application of a new supervisory frame-
work, namely Solvency II, makes the provision
of benefits from the insurance undertaking
more certain. Even though time is the ulti-
mate judge, it is a fact that (re)insurance
undertakings as well as supervisory authorities
boast a wider array of reliable tools to better
calculate and monitor the solvency of
(re)insurance undertakings, which in turn
leads to timely decision-making, while on their
part policyholders are much better informed
about their insurer of choice, thanks to pub-
lic disclosure. 
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Relationships between two or more undertakings 
Two undertakings ―(re)insurance or not―
may be linked to each other in the following
ways: 

a) Participating-related relationship: 

This relationship can be described in two lev-
els, depending on the degree of control or
influence of the participating undertaking over
the related undertaking: 

― At the minimum level of control, the first
undertaking (i.e. the participating undertak-
ing) has a qualifying holding in the second
undertaking (the related undertaking),
whereby a qualifying holding is defined as a
direct or indirect holding of 10% or more of
the shares or voting rights of the second under-
taking, or any other means of providing sig-
nificant influence over the management of that
undertaking. 

― The next level of control is called partici-
pation and means the direct or indirect,
through a subsidiary undertaking, holding of at
least 20% of the shares or voting rights of the
second undertaking. 

(b) Parent-subsidiary relationship: 

In this relationship, which is the highest level
of control, as parent undertaking is defined
that undertaking which meets one of the fol-
lowing conditions: 

― it is a parent undertaking within the mean-
ing of Article 32(2) of Law 4308/2014, or 

― it is a parent undertaking within the mean-
ing of Article 1 of Directive 83/349/EEC, pro-
vided that it has its head office in another EU
Member State, 

while a subsidiary undertaking is defined as an
undertaking that fulfils one of the above con-
ditions in the opposite sense, i.e. as a sub-
sidiary. 

The aforementioned conditions can be
summed up to the fact that the first under-
taking (the parent undertaking) holds the
majority of the voting rights of the share-
holders of the second undertaking (its sub-
sidiary) or exercises a dominant influence over
the latter, having for instance the right to
appoint or remove the majority of its man-
agement board members. 

Any subsidiary undertaking of a subsidiary
undertaking is also considered as a subsidiary
of the parent undertaking which is at the head
of those undertakings. 

It goes without saying that, if two undertak-
ings are linked to each other by a parent-sub-
sidiary relationship, then they are also related
with one another by a participating-related
relationship. 

Undertakings in a group 
There are three kinds of groups which are of
interest for Solvency II: 

a) groups with undertakings which are active
in areas of the financial sector other than
insurance; 

b) insurance groups; and 

c) groups which are active in different business
sectors, but at the same time pursue insurance
activities. 

For understanding the first kind of groups, the
concept of the financial conglomerate is of rel-
evance. This concept is defined in Law
3455/2006 and refers to any group of under-
takings, in which at least one of the entities is
within the insurance sector and at least one is
within the banking or investment services sec-
tor. The undertaking which is at the head of
the group may be either a regulated entity (i.e.
is within the insurance or banking or invest-
ment services sectors) or an unregulated entity.
If the undertaking at the head of the group is
an unregulated entity, it is called a mixed finan-
cial holding company. If the undertaking at the
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head of the group is a regulated entity, it is
named after the business area in which it is
active, i.e. bank, insurance or reinsurance
undertaking or investment firm or asset man-
agement company or alternative investment
fund manager. 

Insurance groups are groups of undertakings
which are mainly active in insurance and/or
reinsurance. The undertaking at the head of
an insurance group may be either an insurance
or reinsurance undertaking itself or an under-
taking, the main business of which is to
acquire and hold participations in subsidiary
insurance or reinsurance undertakings, being
neither an insurance or a reinsurance under-
taking itself nor a mixed financial holding
company. In the last case, the undertaking at
the head of the group is called an insurance
holding company. 

Finally, there are groups which are active in
different business sectors other than the finan-
cial sector, including at least one insurance or
reinsurance undertaking among their sub-

sidiary undertakings. The undertaking at the
head of such groups, which is obviously neither
a mixed financial holding company nor an
insurance holding company, is called a mixed-
activity insurance holding company. 

In the light of the above, it becomes clear that
one of the following undertakings can be at the
head of a group: 

a) an insurance or reinsurance undertaking
which has its head office within the EU; 

b) an insurance or reinsurance undertaking
which has its head office in a third (non-EU)
country; 

c) a mixed financial holding company; 

d) an insurance holding company; or 

e) a mixed-activity insurance holding company. 

For each of the above cases, the form of group
supervision exercised varies. 
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This study examines whether the effect of mar-
ket structure on financial stability is persistent,
subject to current regulation and supervision
policies. Extreme Bounds Analysis (EBA) is
employed over a sample of 2,450 banks oper-
ating within the EU-27 during the period
2003-2010. The results show an inverse U-
shaped association between market power and

soundness, as well as a stabilising tendency in
markets of less concentration, where policies
lean towards limited restrictions on non-inter-
est income, official intervention in bank man-
agement and book transparency. Regulation
significantly contributes as a stability channel
through which bank competition policy is opti-
mally designed.

The re-pricing of sovereign risks following the Global Financial Crisis

Working Paper No. 210
Dimitris Malliaropulos and Petros M. Migiakis

How strong has been the effect of the Global
Financial Crisis (GFC) on systemic risk in sov-
ereign bond markets? Was the increase in
credit spreads relative to triple-A benchmarks
which followed the GFC the result of higher
sovereign credit risk or the result of a re-pric-
ing that reflected changes in broader market
conditions and risk aversion? This paper exam-
ines these issues by specifying a sovereign
credit yield curve which relates sovereign yield
spreads to credit ratings and global variables.
The model allows for time-variation in both the
price of credit risk and the average spread
across all rating categories, which proxies the
effect of global risk factors on yield spreads.
Daily data of ten-year bond yields and ratings

from a large database of 64 countries are used,
covering both emerging markets and developed
economies, for the period from 1.1.2000 to
1.1.2015. Estimates suggest that sovereign risk
premia increased significantly after the GFC,
with most of the increase due to a re-pricing of
broader market risks rather than an increase in
the quantity or price of sovereign risk per se.
This increase in global risk could be the result
of a flight-to-quality from lower-rated sover-
eign bonds to AAA benchmark bonds. Inter-
estingly, it is found that global risk in the sov-
ereign bond market is driven by global vari-
ables that relate to investor confidence, volatil-
ity risk, central bank liquidity and the slope of
the yield curve in the United States.

Moral hazard and strategic default: evidence from Greek corporate loans

Working Paper No. 211
Ioannis Asimakopoulos, Panagiotis K. Avramidis, Dimitris Malliaropulos and 
Nickolaos G. Travlos

Using a unique dataset of corporate loans of
13,070 Greek firms for the period 2008-2015
and an identification strategy based on the
internal credit ratings of banks, it is shown that
one out of six firms with non-performing loans

are strategic defaulters. Furthermore, potential
determinants of firms’ behaviour were investi-
gated by relating the probability of strategic
default to a number of firm characteristics such
as size, age, liquidity, profitability and collateral
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On the optimality of bank competition policy

Working Paper Νο. 209
Ioannis G. Samantas 
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value. The results provide evidence of a posi-
tive relationship of strategic default with out-
standing debt and economic uncertainty and a
negative relationship with the value of collat-
eral. Also, profitability and collateral can be
used to distinguish the strategic defaulters from
the financially distressed defaulters. Finally, it

is found that the relationship of strategic
default risk with firm size and age has an
inverse U-shape, i.e. strategic default is more
likely among medium-sized firms compared to
small and large firms and it is also more likely
among middle-aged firms compared to new-
founded and established firms.
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New perspectives on the Great Depression: a review essay

Working Paper No. 212
George S. Tavlas 

Inter-industry wage differentials in Greece: rent-sharing and unobserved heterogeneity hypotheses

Working Paper No. 213
Evangelia Papapetrou and Pinelopi Tsalaporta

The Great Depression of 1929 was the most
devastating and destructive economic event
to afflict the global economy since the begin-
ning of the twentieth century. What, then,
were the origins of the Great Depression and
what have we learned about the appropriate
policy responses to economic depressions
from that episode? This essay reviews two
recently published books on the Great
Depression. Eric Rauchway’s The Money
Makers: How Roosevelt and Keynes Ended
the Depression, Defeated Fascism, and
Secured a Prosperous Peace (Basic Books,
2015) tells the story of the ways Franklin D.

Roosevelt drew on the ideas of John Maynard
Keynes to place monetary policy front-and-
center to underpin the recovery from the
Great Depression and to underwrite the blue-
print of the Bretton Woods System. Barry
Eichengreen’s Hall of Mirrors: The Great
Depression, the Great Recession, and the
Uses —and Misuses— of History (Oxford
University Press, 2015) shows the way the les-
sons learned from analysis of the Great
Depression helped shape policy makers’
response to the 2007-08 financial crisis, thus
helping to avoid many of the mistakes made
by policy makers in the 1930s.

This paper examines the structure and deter-
minants of inter-industry wage differentials in
Greece, along with the role of the rent-shar-
ing and unobserved heterogeneity hypotheses,
employing restricted least squares and quan-
tile regression techniques with cluster robust
standard errors at the firm level. To this end,
a unique dataset, the European Union Struc-
ture of Earnings Survey (SES), is utilised.
Data refer to 2010 when the first elements of
the economic adjustment programme to deal
with the chronic deficiencies of the Greek
economy, restore sustainable public finances
and competitiveness, and set the foundation

for long-term growth were beginning to be
implemented. Results point to high wage dis-
persion across industries at the mean of the
conditional wage distribution, even after con-
trolling for personal and workplace charac-
teristics. However, evidence for the unob-
served heterogeneity hypothesis is rather
scant. Therefore, there is room for efficiency
wage or rent-sharing theories in accounting for
a large part of inter-industry wage differen-
tials, tentatively implying that firm hetero-
geneity in the ability-to-pay matters more than
employee unobservable attributes in the wage
determination process.



The slowdown in US productivity growth – what explains it and will it persist?

Working Paper No. 215
Ursel Baumann and Melina Vasardani

Self-fulfilling dynamics: the interactions of sovereign spreads, sovereign ratings and bank ratings 
during the euro financial crisis

Working Paper No. 214
Heather D. Gibson, Stephen G. Hall and George S. Tavlas

During the euro area financial crisis, interac-
tions among sovereign spreads, sovereign
credit ratings, and bank credit ratings
appeared to have been characterised by self-
generating feedback loops. To investigate the
existence of feedback loops, we consider a
panel of five euro area stressed countries
within a three-equation simultaneous system
in which sovereign spreads, sovereign ratings
and bank ratings are endogenous. We estimate

the system using two approaches. First, we
apply GMM estimation, which allows us to cal-
culate persistence and multiplier effects. Sec-
ond, we apply a new, system time-varying-
parameter technique that provides bias-free
estimates. Our results show that sovereign rat-
ings, sovereign spreads, and bank ratings
strongly interacted with each other during the
euro crisis, confirming strong doom-loop
effects.
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US productivity growth has been surprisingly
weak after the Great Recession, raising con-
cerns among economists and policy makers.
Shedding light on this weakness is crucial,
given the importance of productivity in the
long-term growth prospects of the economy.

The literature relates the recent subdued pace
of productivity growth to a number of factors,
namely: (a) the fading effects of the information
and communication technology (ICT) revolu-
tion, with the productivity slowdown merely sug-
gesting a return to more “normal” rates fol-
lowing the exceptional ICT boom in the mid-
1990s; (b) capital mismeasurement, as the gains
from IT innovation for consumers’ prosperity
are largely intangible; (c) a decline in business
dynamism and labour market fluidity, which
hinders the optimal allocation of resources as
well as technological diffusion or spillovers
between firms and sectors; (d) a misallocation
of resources due to the credit boom that pre-
ceded the Great Recession, with a possible last-
ing drag on productivity growth even after the
downturn; and (e) tighter credit standards dur-
ing the crisis and in the first years of the recov-

ery, which restricted firms’ access to credit,
thereby discouraging investment in innovation
and the entry of new businesses into the market.

This paper contributes to the debate by empir-
ically revising the main determinants of labour
productivity growth over the period 1999-2013
for a panel of US states and explores how
changes in these determinants have affected
the dynamics of labour productivity in recent
years. The results show that US productivity
growth is determined by changes in capital
deepening, the availability of credit and the
extent to which credit growth is excessive, as
well as by the dynamism of the economy as
measured by labour market churn and the firm
entry rate. Besides, given the sectoral compo-
sition of growth, it is important to control for
the impact of high-productivity sectors such as
IT-producing and mining sectors.

The key findings of this paper suggest that more
than half of the slowdown in US productivity
growth in the period 2011-2013 relative to its
sample average is due to a decline in the rate of
capital deepening. The other major factor



Alternative Bayesian compression in Vector Autoregressions and related models

Working Paper No. 216
Mike G. Tsionas
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explaining the recent weakness in productivity
growth – more closely related to TFP – is the
slowdown in business dynamism experienced by
the US economy. By contrast, while financial
factors had weighed on productivity growth dur-
ing the Great Recession (i.e. during the 2008-
2010 period), they now appear to have become
supportive. Overall, part of the productivity
slowdown appears to be cyclical, particularly in
relation to capital investment, but some other
aspects related to business dynamism, could
prove more persistent. Understanding the driv-
ers and the evolution of business dynamism is
thus crucial and a priority for future research.

The results of the study lead to a number of
policy implications. The authors suggest that

policies that support productivity growth
should focus primarily on measures facilitat-
ing the diffusion of technology and enhancing
the effectiveness of resource allocation. Such
policies could include the promotion of cap-
ital investment in physical and human capital,
targeted fiscal measures and further trade
integration, aimed at accelerating the devel-
opment and wide adoption of commercial uses
of new technologies. Moreover, measures that
mitigate uncertainty, address regulatory and
competitive hurdles, and ensure the uninter-
rupted provision of credit to small young
firms/startups especially during downturns are
estimated to re-invigorate business dynamism,
ultimately yielding significant gains in TFP
growth. 

In this paper we reconsider large Bayesian
Vector Autoregressions (BVAR) from the
point of view of Bayesian Compressed
Regression (BCR). First, we show that there
are substantial gains in terms of out-of-sam-
ple forecasting by treating the problem as an
error-in-variables formulation and estimating
the compression matrix instead of using ran-
dom draws. As computations can be effi-

ciently organised around a standard Gibbs
sampler, timings and computational com-
plexity are not affected severely. Second, we
extend the Multivariate Autoregressive Index
model to the BCR context and show that we
have, again, gains in terms of out-of-sample
forecasting. The new techniques are used in
US data featuring medium-sized, large and
huge BVARs.

Alternatives to large VAR, VARMA and multivariate stochastic volatility models

Working Paper No. 217
Mike G. Tsionas

In this paper, our proposal is to combine uni-
variate ARMA models to produce a variant of
the VARMA model that is much more easily
implementable and does not involve certain
complications. The original model is reduced
to a series of univariate problems, and a cop-
ula-like term (mixture-of-normals densities) is
introduced to handle dependence. Since the
univariate problems are easy to handle by

MCMC or other techniques, computations can
be parallelised easily, and only univariate dis-
tribution functions are needed, which are quite
often available in closed form. The results from
parallel MCMC or other posterior simulators
can then be taken together and use simple sam-
pling-resampling to obtain a draw from the
exact posterior which includes the copula-like
term. We avoid optimisation of the parameters



entering the copula mixture form, as its param-
eters are optimised only once before MCMC
begins. We apply the new techniques in three
types of challenging problems: large time-vary-
ing parameter vector autoregressions (TVP-
VAR) with nearly 100 macroeconomic vari-
ables, multivariate ARMA models with 25

macroeconomic variables and multivariate sto-
chastic volatility models with 100 stock returns.
Finally, we perform impulse response analysis
in the data of Giannone, Lenza, and Primiceri
(2015) and compare, as they proposed with
results from a dynamic stochastic general equi-
librium model.

44
Economic Bulletin
December 201696

Insights on the Greek economy from the 3D macro model

Working Paper No. 218
Hiona Balfoussia and Dimitris Papageorgiou

Non-performing loans in the euro area: are core-periphery banking markets fragmented?

Working Paper No. 219
Dimitrios Anastasiou, Helen Louri and Mike G. Tsionas

This paper examines the macroeconomic and
welfare implications of banking capital
requirement policies and their interactions
with real and financial shocks for the Greek
economy. The model employed is that of
Clerc et al. (2015), a DSGE model featuring
a detailed financial sector, banking capital
regulations and bank default in equilibrium.
The key model implication is that capital
requirements reduce bank leverage and the
default risk of banks but their relationship
with social welfare is hump-shaped, reflecting
a trade-off. The model is calibrated to data on
the Greek economy and the dynamic
responses to a number of financial and real
shocks which may have played a material role

in the unfolding of the Greek crisis are
explored. The results indicate inter alia that
an increase in depositors’ cost of bank default
leads to a substantial increase in the deposit
rate, a decline in deposits and bank equity and
an increase in bank fragility, while on the real
side of the economy the decline in total credit
prompts a deterioration of key macro vari-
ables. Additionally, the results imply that
while recapitalisations increase bank net
worth and credit supply and boost economic
activity, this potential benefit is severely com-
promised in a high financial distress scenario,
as the positive real and financial implications
of a recapitalisation become both smaller and
more short-lived.

The objective of this study is to examine the
causes of non-performing loans (NPLs) in the
banking system of the euro area for the period
2003-2013 and distinguish between core and
periphery country determinants. The increase
in NPLs post crisis has put into question the
robustness of many European banks and the
stability of the whole sector. It still remains a
serious challenge, especially in peripheral
countries which are hardest hit by the finan-
cial crisis. By employing both Fully Modified
OLS and Panel Cointegrated VAR, we esti-

mate that NPLs are affected by the same
macroeconomic and bank-specific conditions
but the responses are stronger in the periph-
ery. Following the FMOLS estimations, NPLs
in the euro area have performed an upward
(much higher in the periphery) shift after
2008 and are mostly related to worsening
macroeconomic conditions especially with
respect to unemployment, growth and taxes.
Fiscal consolidation and interest rate margins
are significant for the periphery, while credit
to GDP is significant only for the core. Qual-



ity of management and loans to deposits play
an important role, while size is negatively sig-
nificant only in the periphery. Most of these
findings were confirmed by the panel Coin-
tegrated VAR results. A chi-square test com-
paring the estimated coefficients for the core
and periphery NPLs rejects the hypothesis of

equality, revealing another aspect of banking
fragmentation in the euro area. Such findings
can be helpful when designing macro-pru-
dential as well as NPL resolution policies,
which should be adjusted appropriately to the
different responses between core and periph-
ery banks.
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