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ABSTRACT

Evaluating macroeconomic forecasts for their unbiasedness and efficiency is essential for
policymakers, economists, and investors. The degree to which these stakeholders incorporate
expectations into their decision-making processes depends heavily on how these forecasts have
been formed. Existing methodologies do not explicitly address critical dimensions, such as the
variability of bias across target events and forecast horizons, the forecast errors’ heteroscedasticity,
and the potential state-dependence in bias. More importantly, they encounter difficulties during
high-uncertainty periods, which can lead to inaccurate inference due to the presence of outliers.
Apart from generalising the unbiasedness tests, this study contributes to the literature on both
strong and weak efficiency by incorporating these aspects. Finally, the proposed methods are
applied to the expectations of a crucial survey of the US economy, namely, the Survey of Primary
Dealers (SPD). The findings from this application indicated that interested parties should
investigate unbiasedness and efficiency in an outlier-robust way, while also allowing for greater
flexibility in the methods regarding the variables and periods examined.
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1. Introduction

Over recent decades, there has been an increasing interest in evaluating the information
content of macroeconomic surveys and how economic agents, i.e., households, firms, economists,
investors, and policymakers, form their views about the future path of the economic outlook and
financial markets (Clements, 2019; Coibion and Gorodnichenko, 2026). In particular, households
adjust their consumption and savings profile, and non-financial firms develop their financial
strategies in terms of capital expenditure and optimal allocation of available resources based on
their perception of the future macroeconomic environment. In addition, investors and
policymakers, especially those in central banks and international organisations, are interested in
the perceptions of the surveys’ respondents, since they provide valuable information about market

expectations regarding the future path of the economy, financial markets, and policy actions.

Financial firms and investors incorporate these expectations to optimise their portfolios from
a mean-variance perspective and maintain their desired level of risk exposure. Furthermore, central
banks that operate under the primary mandate of maintaining price stability and achieving
maximum employment conduct their monetary policy in a forward-looking manner. Consequently,
it is essential to incorporate agents’ and financial markets’ expectations in the policy stance. For
example, the importance of the NY Fed Survey of Primary Dealers (SPD) is also apparent in the
expected path of monetary policy. More specifically, according to Sinha et al. (2023), while
forecasters generally disagree about the expected path of monetary policy, the level of
disagreement, as measured in the SPD, has increased substantially since 2022, which provides

valuable information to policymakers.

Finally, regarding the importance of the surveys’ macroeconomic expectations, they can be
seen either as standalone individual forecasts or can be incorporated into macroeconometric
models with a certain degree of conviction to enhance their predictability. Expectations capture
recent underlying trends, undergoing structural changes, and fast-evolving economic narratives,
which may take time to be reflected, even in correctly specified models. For instance, the New
York Fed DSGE model forecasts use the federal funds rate SPD expectations (Cho et al., 2024).
Due to their importance, they must be evaluated accurately by simultaneously capturing time-

critical aspects that result in a more robust statistical inference.



According to Carroll (2003), there is a strong consensus among economists that
macroeconomic outcomes and the relevant decision-making process depend on agents’
expectations, which urges researchers to investigate whether the provided expectations are
rational. A novel study on forecast evaluation is that of Clements et al. (2007). In their paper, they
examined whether the FED forecasts exhibit systematic bias and whether information is used
efficiently, i.e., whether revisions to these forecasts are predictable. In a later study, Coibion and
Gorodnichenko (2015) proposed a novel approach to test the null hypothesis of full-information
rational expectations theory. Their empirical specification can be used to quantify the impact of
policy changes on the expectations formation process by providing a more theoretical concept than
ambiguous concepts (e.g., anchored expectations). Additional studies that contribute to the
literature on expectations formation are those of Coibion et al. (2018, 2020), Roth and Wohlfart
(2020), and Aastveit et al. (2023).

The aforementioned studies often categorise macroeconomic expectations surveys based on
their forecast horizon structure, i.e. fixed-event or fixed-horizon. The first category includes
surveys based on fixed-event forecasts, which are used by a wide range of published papers (e.g.
Bakhshi et al., 2005). The second category is that of fixed-horizon forecasts (e.g. Clements et al.
2007). Their differences rely on the fact that fixed-event forecasts are made at different points in
time with the same target, while fixed-horizon forecasts target a variable at a specific horizon
ahead. Moreover, it is highlighted that some of the surveys are not conducted regularly, resulting
in irregularly spaced time series. Regarding fixed-event surveys, the literature remains silent on
some important features, which are explicitly discussed later. This motivated us to highlight the

need for a generic econometric approach.

One of the first studies to evaluate economic forecasts, and more specifically the Consensus
Forecasts, is that of Loungani (2001), who compares the forecasts’ unbiasedness and efficiency for
industrialised and developing countries using a sample from 1989 to 1998. Another study that
assesses the aforementioned forecasts for the period of 1990-2005 is that of Batchelor (2007), who
finds that GDP forecasts are overoptimistic in the case of Japan, France, Germany, and Italy, while
there is no evidence of bias for inflation. However, the latter studies are very preliminary and do

not test for unbiasedness at a more granular level.



More recently, Ager et al. (2009) tested for unbiasedness using a pooled approach, while
they also enhanced the methodology for testing weak efficiency by capturing horizon-specific
behaviours of the economic forecasts. They find that several countries’ forecasts are biased and
more particularly for forecast horizons greater than 12 months, while the forecasts’ weak efficiency
property is rejected for almost all cases. Nevertheless, in their paper, they do not test for horizon-
or event-specific bias at different frequencies or under the existence of heteroscedasticity (for the
case of event-specific bias). In addition, they do not account for the impact of outliers, which may
lead to inaccurate inference for bias and efficiency, especially when periods of high uncertainty
are examined. Regarding efficiency, according to Nordhaus (1987), if forecasts are efficient in
terms of using all available and relevant information about the target variable’s future path, then
the forecast revision process should behave like a random walk. A large variety of studies use this
method, but instead of examining weak efficiency over each target event separately, pool fixed-
event forecasts over different target years to conduct the test (e.g., Clements, 1997; Harvey et al.,
2001). At a later point in time, Isiklar et al. (2006) evaluate GDP growth forecasts, provided by

Consensus Economics, and find that efficiency is rejected for the entire sample of countries.

Another important feature that has been observed when evaluating inflation forecasts refers
to state-dependence in bias. More specifically, Granziera et al. (2025) show that the ECB tends to
underpredict when the observed inflation rate at the time of forecasting is higher than the estimated
threshold. This implies that policymakers’ forecasts are subject to systematic forecast errors,
depending on the level of inflation observed when producing their forecasts. From a technical point
of view, they applied the newly developed state-dependent bias test proposed by Odendahl et al.
(2023), which estimates a regression model that allows forecast errors to depend not only on a

linear term but also on a non-linear one.

Notably, even if these studies developed enhanced methods to address specific types of bias,
a critical gap remains in the literature, which is the evaluation of fixed-event surveys’ expectations
during highly uncertain periods, such as the COVID-19 pandemic'. Such periods are considered

crucial to be covered, since the surveys’ expectations in extremely uncertain periods® play an

! According to Goodhart and Pradhan (2023) and Levy (2023), central banks made large forecasting errors and
revisions during the COVID-19 pandemic and the subsequent reopening, which shows the magnitude of uncertainty
in the economic conditions of those periods.

2 Rossi and Sekhposyan (2016) proposes forecast rationality tests that can be used in unstable environments for the
case of fixed-horizon forecasts. In theory, we could derive an optimal approximation for fixed-horizon forecasts based



important role in policy decisions. A question that could better reflect this issue is the following:
“Do the developed methodologies correctly infer the unbiasedness and efficiency under the
existence of outliers?” In our study, we deal with this challenge by developing an outlier-robust
approach that is integrated in the tests for both unbiasedness and efficiency. The extended

methodologies apply to fixed-event surveys, independent of the variable’s nature.

Another issue that could arise from the existing methodologies is the examination of separate
bias for every forecast horizon. Specifically, the use of such a large number of dummies,
representing forecast horizons, in the relevant regressions could not only lead to less robust
estimates but also to complicated interpretation of the results due to the fact that forecasts revisions
might not occur so frequently but at a lower frequency than the one that the survey is conducted
(i.e., the forecasts of a monthly survey may be significantly revised on a quarterly basis). To
account for such irregularities that may result in misleading findings, we enhance the
methodologies by varying the frequency at which unbiasedness is examined. In this way, the
assessment is not only outlier-robust but also tests for unbiasedness and weak efficiency in

alternative frequencies.

The proposed generalised econometric framework is applied to an important, but insofar not
systematically evaluated®, survey for the US economy, the SPD. As already highlighted, SPD is a
critical input into the FOMC decision-making process and is often cited in the FOMC meeting
minutes since it is considered a valuable source of information for understanding market
participants’ expectations. The SPD is a fixed-event, structured survey of macroeconomic
expectations that is not conducted on a regular basis, but only prior to each FOMC meeting (eight
times per year). This characteristic raises issues in assessing the weak efficiency property, which
is designed under the assumption of a regularly spaced time series of the forecasts. Moreover, the
SPD provides expectations for a wide range of macroeconomic variables, especially for those on
which monetary policy decisions are based on (i.e., GDP growth, inflation, and policy

expectations).

on the examined fixed-event forecasts by using the approach of Kniippel and Vladu (2025) and implement the former
study afterwards. However, first, this exercise is based on several assumptions or approximations and, second, it is
out of the scope of this study.

3 Selected references of SPD can be found in Correia-Golay et al. (2013), in Diercks et al. (2022), concluding that the
asymmetry in policy rate expectations can result in significant implications for the measurement of term premia and
in Diercks and Jendoubi (2023).



In summary, although several methodologies have been developed for testing the
unbiasedness and efficiency properties of forecasts, this is the first study to propose a generalised
framework, which also accounts for a variety of critical aspects required in the assessment of fixed-
event macroeconomic survey expectations. The application of the proposed econometric
framework is implemented in GDP, inflation, and policy expectations of the SPD, as well as during

the COVID-19 period.

The application of the methods to the SPD dataset indicated that a more sophisticated and
robust evaluation methodological framework is essential for accurately assessing unbiasedness and
efficiency, particularly when high uncertainty periods are included in the sample under
examination. In particular, when evaluating the full sample, including the COVID-19 pandemic,
the proposed methodology significantly enhances the robustness of the drawn inference. Our
findings show evidence of bias and asymmetric behaviour in bias for specific horizons and events,
but the results differ across variables. The findings for both strong and weak efficiency indicate

room for improvement.

The remainder of the paper is organised as follows. Section 2 provides detailed information
on the motivation and the proposed econometric framework for testing unbiasedness and
efficiency. Section 3 provides a detailed description of the SPD, applies the proposed
methodologies in the SPD dataset, and analyses the results. Finally, Section 4 concludes and
summarises the key aspects that matter and should be covered when assessing macroeconomic

expectations.

2. From motivation to a generalised econometric framework

In this section, we develop an improved integrated evaluation framework for assessing fixed-
event forecasts in an outlier-robust way. The proposed techniques focus on enhancing statistical
inference for evaluating optimal forecast properties, and are built primarily on previous
methodologies developed by Davies and Lahiri (1995), Clements et al. (2007), and Ager et al.
(2009).

We propose a generalised methodology to evaluate the rationality of fixed-event surveys’
expectations. Forecasts are considered optimal when they minimise a given loss function. Our

framework is based on the standard concept of a quadratic loss function (Capistran and



Timmermann, 2009; Elliott and Timmermann, 2016). For a more generic treatment of the optimal
forecast properties under unknown loss, more details are provided in the studies of Elliott et al.

(2005), Patton and Timmermann (2007a, 2007b).

The first proposed methodological aspect concerns the existence of outliers, which may lead
to false decisions regarding unbiasedness, in a sample of both high and low uncertainty subperiods.
Applying the existing methodologies to this sample’s forecasts, it is not adequate to extract robust
results regarding unbiasedness and efficiency. This is due to the large variation of the standard
errors of the corresponding estimated coefficients, which may result in misleading outcomes. In
other words, the problem, when testing for biasedness, is attributed to the large errors that are
created by large shocks in the actual series and not necessarily from potential forecasts’ bias. For
example, if an economist or an institution generates, during mid-2019, a forecast for GDP growth
for the next year’s last quarter (2020 Q4), the forecast error is going to be large, not because the
respondent is necessarily biased, but due to the large shocks that the GDP series is subject to during
the COVID-19 period. Moreover, the existence of a large number of outliers may cause issues
concerning the assumption of normally distributed error terms, as described in detail in Section
2.1. This is a limitation in the current literature that we cover with our study by proposing a stricter
statistical inference, which isolates extreme events and narrows the coefficients’ confidence
intervals. The same concept is also developed for testing weak efficiency, with the only difference
being that outliers refer to the forecast revision series, which present large changes during volatile

periods.

To test horizon-specific bias at alternative frequencies by isolating the impact of outliers, we
provide a generalised framework that gives researchers the ability to implement it on any dataset
of fixed-event forecasts with different horizons and variables. This enhancement has been
motivated by the fact that a test for specific horizon bias at the frequency where the examined
survey is conducted may incorrectly fail to reject the null hypothesis of unbiasedness. Moreover,
as mentioned in the first section, in cases where we evaluate forecasts that are sampled at high
frequency, there is a high number of dummies that are included as explanatory variables, which
could result in less robust estimates®. Finally, additional aspects that make the framework more

integrated are the state-dependence in bias, which was initially examined for inflation, and the

4 This issue is visible when evaluating daily forecasts (e.g., interest rate futures).



efficiency tests, which ensure that the available information is efficiently incorporated. In both
tests, the proposed extensions of the unbiasedness testing have been appropriately incorporated.

Further technical details are provided in the following subsections.

2.1. Outlier-robust unbiasedness test

One of the most widely used tests for unbiasedness is that of Mincer and Zarnowitz (1969),
a regression-based test, where the outcome is regressed on a constant, and the forecast and the
unbiasedness property are tested under the joint null hypothesis of the constant and the coefficient
of the forecast being zero and one, respectively. However, according to Holden and Peel (1990),
the Mincer and Zarnowitz test is a sufficient but not necessary condition for unbiasedness. To
follow the simplest method, we estimate separate regressions for each target event, which,
however, would not be sensible with very few observations available for each horizon. The most
recent and comprehensive study about the assessment of fixed-event macroeconomic forecasts is
the study of Ager et al. (2009), who conduct analyses to evaluate the performance of the Consensus
Forecasts regarding bias and weak efficiency. Therefore, this study’s tests are considered a
benchmark for our methodological framework, which is enhanced by adapting important aspects

that are missing from the existing literature.

Before starting with the theoretical background, it is pointed out that in our study, we follow
the notation of Ager et al. (2009) closely in order to facilitate comparison and make the extensions
easily recognised. We then start by defining the forecast error for a forecast horizon h of a target

variable in year t as:
en = A — Fip (D)

where A; is the actual value for variable in period t, with t = 1,---, T denoting the reference
date and Fy, is the forecast for the target event at period t that is provided at time t — h, with h,, =

1, ..., H in months. Under the pooled estimation, the following model is estimated:
e=Xa+ v (2)

where e = A — F 1is the stacked vector of the forecast errors with dimension (TH X 1). The

vector of the forecasts is further defined as F = [Fyy, -+, Fy1, Fry, -+, Fr1]'. Correspondingly, the



vector of the outturns is defined as A = A ® iy, where 4 = [44, -, Ar]" and iy, is a vector of ones

with dimension (H X 1). Finally, v is normally distributed with zero mean.

As previously mentioned, we not only test uniform bias for every forecast horizon, but we
also expand the methodological framework by testing separate bias for every forecast horizon. We
generalise further this framework and show that under a suitable definition of matrix X we can
estimate separate bias with «, for forecast horizons in a lower frequency than the examined
survey’s sampling frequency (for instance, bias for quarterly or annual forecast horizons at a

monthly survey), as well as separate bias for each target event.

We define N, as the number of forecast horizons for which we want to estimate uniform bias.
For instance, for a monthly survey, with N = 1 we estimate separate bias for each monthly horizon,
and with N = 3 or N = 12 we estimate uniform bias for each separate quarterly or annual horizon,
respectively. It is also evident that for the case of N = H, we estimate a uniform bias. First, we
construct matrix W as a matrix of dimension (H X H/N), with ones for the corresponding

monthly, quarterly, annual, or uniform bias at each horizon and target event, as:

W = IH/N iy (3)
where Iy 1s the identity matrix with dimension (H/N X H/N).
Finally, by applying the Kronecker product to matrix W for all target events t = 1,---, T
we obtain the matrix X in eq. (2) with all dummy regressors>:
X=i;QW “4)
Depending on the term N, the dimension of the estimated regression coefficients vector a
in eq. (2) is of dimension (H/N X 1), where obviously for the case of H = N, i.e., uniform bias, a
is a scalar.

Turning to the case, where we estimate event-specific bias, matrix X in eq. (2) is defined directly

as:
X=IrQiy ()
As regards the consistent variance of the estimator & in eq. (2), it is defined as:
var(@) = (X'X)"1X'zx(x'x) 1! (6)

> Note that for N = 3 or N = 12, forecast horizon H should be a multiple of 3.
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For the case of horizon-specific bias, under the assumption of homoscedasticity driven by a
common macro shock with variance 62 and autocorrelated errors with the structure defined by
matrix ¥ of dimension (TH x TH)®, the covariance matrix X is defined as £ = ¢?W¥. Turning to
the empirical counterpart Z, the estimation of 6?2 is required. Having obtained ¥ from eq. (2), we

estimate 62 as ¢, in the following regression’:
VOV =100+ 8oy + w (7

where T = iy ® Ty isa (TH X 1) vector withtyg = [H,H — 1,---,1]", 8 5y¢; is of dimension
(TH x 1) and ¢ 1is a scalar. In this case, there is only one common macro-shock across horizons
and events. This assumption is extended later on, where different macro shocks appear to exist per

event.

As analytically described in the previous sections, one of the key aspects covered by this
study is to effectively capture the effect of extreme values’ impact on inference. In order to account
for these outliers (e.g., the GDP growth deterioration during the COVID-19 pandemic period) and
how they affect the common macro shock with variance o2 for the entire period, we include
dummy §8,,;; in eq. (7). Moreover, from a statistical point of view, it is important to detect such
outliers in order to better approach the normal distribution of v. To be specific, all v, are pooled
together and 6y ¢n, VE = 1T, and Vh = 1--- H takes the value of one, if a forecast error v,
according to the Tukey interquartile range (IQR) rule, i.e., observations lying below Q,—1.5 IQR
or above Q3+1.5 IQR, where it is defined as IQR = Q3 — Q.

1,if vgn < Q1 — 1.5IQR (8)
Souttn =1, if ven > Q3 + L.5IQR
0, otherwise

An extension of the pooling approach which we develop addresses a form of

heteroscedasticity in macroeconomic shocks. More specifically, when estimating event-specific

bias, we allow for heteroscedasticity induced by each individual event. Therefore, eq. (7) becomes:

VOV = TP + aoutl(p tw )

¢ For further details, see Section 3.1 of Ager et al (2009).
7 Operator © refers to the element-by-element multiplication (Hadamard product).
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where T = I; @ Ty is (TH X T) matrix with Ty = [H,H — 1,---,1]’, @¢ is (T X 1) with the
event-specific innovations variance, 8, 1S (TH X T) and ¢ is a (T X 1) vector of coefficients.
Regarding the examination of event-specific bias, the identification of outliers is adjusted

accordingly.

More specifically, 8,,,;; is computed as:
Sourt = (Ir ®iy) O (r ® Eoutl) (10)

where 8,,;; is a (H x T) matrix that takes the value of one, for each event, t = 1,--,T
separately, if a forecast error vy, at the corresponding event ¢, exceeds 1.5 times the IQR, where
IQR = Q3 — Q4.

i 1,if vgn < Q1 — 1.5IQR (11)

Soutren =31, if ven > Q3 + L.5IQR
0, otherwise

where each event t is examined separately.

For robustness, we also estimate variance ¢ in eq. (7) and eq. (9) — without the inclusion
of the dummy outliers — using an M-estimator® which is designed to mitigate the influence of
outliers while retaining high efficiency under Gaussian errors. In particular, using the Huber loss
(Huber, 1964), the estimator replaces the quadratic loss of ordinary least squares with a piecewise
loss function that is quadratic for small residuals and linear for large residuals, such that extreme
observations are down-weighted rather than being entirely discarded. More formally, the Huber

estimator (Huber, 1973) is defined as:

TH
Po = arg mqi)n ch Ve—x: @) (12)
t=1

where y, = D2,, x; = T;, and the Huber loss function is defined as:

8 An M-estimator is a generalisation of maximum likelihood estimation, which was initially proposed to improve
robustness to outliers or model misspecification. See He et al. (2021), and Xing and Zhang (2022) for applications of
Huber loss in time series forecasting.
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1 2
—u?, lul <c

pew) =42 (13)
clul _ECZ' lul > c

where ¢ > 0 is the tuning constant. Following the robustness-efficiency trade-off for M-
estimators under the Gaussian model, F, = ®, discussed in Huber (1981, Chapter 4), the Huber
tuning constant is selected such that the asymptotic relative efficiency equals 95%, ARE = 0.95,

implying ¢ = 1.345.
The empirical counterpart E is now defined as:
T=5ws (14)

where § = dia g((pol/ 2) &® Iy. Concerning the matrix W, it incorporates the special
structures of the overlapping forecasts’. For example, having set the maximum horizon H = 36 (it
corresponds to a 3-year horizon), this implies that the maximum autocorrelation is MA(35), since
the January and February survey forecasts for a target event three calendar years'® ahead share 35
shocks as a common component. In greater detail, matrix ¥ is of dimension (TH X TH) and the
component matrices A;, where i refers to each year, and 0 are each of dimension (H X H). More

specifically, W is defined as:

‘A, A, Ay - Ay 0 - O

A, A, A, - Ay, Ay - 0

A" A Ay - Ay—2 Ay 0

lP — . , H ) M ) ‘. M . .
Ay Ay-1 Ay - Ay A, - 0 (15)

0 Ay Ay, ~— Ay A - 0

B 0 0 0 eee 0 O e 0_

In order to proceed with the specification of the A; matrices, we first define K; = H — (i —
1)m, where m!'! refers to horizons per year. Moreover, it is noted that each of the below-described

matrices is of dimension (H X H). The first component matrix, namely A4, is defined as:

° This structure, which affects the estimation of error variance, has been extended by Vereda et al. (2024) by proposing
a framework in which two types of informational shocks arrive each month.
10 More specifically, i = 1, ..., M, where M denotes the maximum number of forecasted years ahead.

! For example, for quarterly data, m=4 while for monthly, m=12.
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K, K -1 K,—2 K;—-3 - 3 2 1
K,—1 K,—1 K,—2 K,—3 - 3 2 1
Ki—2 K,—2 K;—2 K,—3 - 3 2 1
A =| : : : : oot
3 3 3 3 w3201 (16)
2 2 2 2 w2201
1 1 1 1 e 11 U

To continue with the remaining component matrices of W, we use a generalised form that

replaces the specific determination of each of the A4, -+, Ay matrices and is written as:

Ki K,—1 K;—2 - 2 1 0 - 0

Ki K,—1 K;—2 - 2 1 0 - 0

Ai= Ki Kl—l Kl—Z 2 1 0 oo 0
Ki—1 K,—1 K,—2 2 1 0 - 0 (17)

1 1 1 110 0

2.2.  Testing for state-dependence in bias

As previously highlighted, this study also captures potential asymmetries in the assessment
of forecasts. In this regard, a methodological extension is to examine whether the state of the

economy induces bias in the examined forecasts. To do so, we augment eq. (2) using a dummy D:
e=Xa+yD+ v (18)

where D is a stacked vector of dummies of dimension (TH X 1) and is written as D =
[Dig, >+, D11, Dryy, +++, Dr1]’. We use index th for D, to enable ease of reference to the
corresponding forecast error e;,. Dy, takes the values of one if the last available observation for
the forecasted variable at period t — h — 1 is above the longer-run forecast estimate of the variable
produced at period t — h, or alternatively is above the historical average of the variable defined
over the last K periods. For quarterly variables, K refers to the last K quarters, and for monthly
variables like the policy expectations, K refers to the last K months.

1,At-p—1 2 LR p
0, otherwise

Don = { (19)

14



t—h-1

1,A,_p_, =1 Z A
Dy = { A1 = Yk imt-h-1-K (20)
0, otherwise

The inference is performed under the methodological framework described in the previous
section for unbiasedness by redefining X = [X D]. By adjusting the above-mentioned method to
the previous section, we provide the research community and policymakers with a generalised

framework for assessing the macroeconomic expectations of fixed-event surveys.

To summarise, this approach enables the entire framework to be flexible regarding: (1) the
inclusion of uncertain periods in the sample, (2) the examination of potential horizon-specific and

event-specific bias at different frequencies, and (3) the examination of state-dependence in bias.

2.3. Testing for efficiency

In this section, we test for efficiency by extending the existing methodologies in multiple
ways. First, we use outlier-robust methods following the aforementioned proposed econometric
framework. Second, we generalise the tests to assess fixed-event surveys’ expectations more
flexibly, in terms of sampling frequency, examined horizons, and the existence of outliers. Finally,
we not only test for the predictability of forecast revisions, but also for the efficient incorporation
of the exogenous information set, which is available at the time of forecasting, in the expectations’

formulation.

2.3.1. Strong efficiency test

Let us first denote that while weak efficiency refers to an information set that includes only
past forecasts, strong efficiency tests whether the information set, which was available at the time
that the forecast was made, is incorporated efficiently. The core structure of the proposed
methodological framework is based on Timmermann (2007, 2016). In this regard, the strong
efficiency property is examined by testing the orthogonality of errors e, to all variables Z;_j, that
belong to the information set I;_, when the forecasts were produced at #-4. Consequently, eq. (2)

is augmented as:

e=2y+Xa+ v (21)
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where Z;_j, includes the information set of the explanatory variables, which should be taken into
consideration by forecasts. Regarding our application, the set of explanatory variables is limited
to those under examination, namely the real GDP, inflation, and policy expectations. We provide
further details in Section 3.2. We test strong efficiency using an outlier-robust method, based on

the unbiasedness test framework, that examines strong efficiency at different frequencies.

2.3.2. Weak efficiency test

The concept of weak efficiency is widely analysed in the literature (Loungani, 2001; Ager et
al., 2009; Capistran and Lopez-Moctezuma, 2014). In detail, this test examines whether the current
period’s forecast revision is uncorrelated with the last period’s revision. A forecast revision
between h + 1 and h for target event t is defined as: 7. p+1 = Fr.n — Fr.p41. By pooling together
all forecast revisions 7y, 44 for all target events t = 1,---, T and forecast horizons, we form the

following pooled regression:
r=r_;y+Xa+ w (22)

where 7 is a vector of dimension ((H — 2)T X 1) due to the two lost observations. In detail,
the first lost observation is due to taking the first differences between subsequent forecasts, and
the second is due to using one lag of the forecast revisions as explanatory variables in the
regressions. In order to develop a generalised framework, which tests horizon-specific bias at a
lower frequency than the sampling one, we increase the horizon H, which is a multiple of 3, by the

two lost observations, such that H = H + 2.
. ! . .
In more detail, r = [rg_z_ A1) rl,z] , where each subvector rg_, _; to r; ; of dimension
((H - 2) X 1) stacks all revisions for individual forecast horizons for all target events, i.e.
Ya—2a-1= [rt;ﬁ—z,ﬁ—p ""rT;ﬁ—Z,ﬁ—l]s T2 = [rt;1,2' rrT;l,Z]-

To account for horizon-specific bias, conceptually, we follow the proposed approach used
for testing unbiasedness. In greater detail, technically, matrix X, which contains dummies to

control for horizon-specific bias at different frequencies, is defined by using first matrix W:
W=1Ig_,nQiy (23)

Therefore, matrix X is defined using the Kronecker product as follows:
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X=WQir (24)

To test event-specific bias, equivalently, matrix X contains dummies for specific target

events and is defined as:
X=ig,QIr (25)
Turning to the error term w in eq. (7), we assume E[w] = 0 and E[ww'] = Q for the second

moment. Regarding Q, it is of dimension ((ﬁ — Z)T X (H — Z)T).

Also in this case, both approaches for error variance are examined, namely the
homoscedastic and the heteroscedastic case, where for each target event, there are different
variances. It is highlighted that the generalisation of the methodology used for testing weak
efficiency follows, conceptually, the previous section of the paper. All technical details in this

regard are included in the Appendix.

3. Application: NY Fed Survey of Primary Dealers
3.1. Description of the SPD dataset

Primary dealers perform three key functions within the US financial system. First, they serve
as counterparties to the Federal Reserve in open-market operations, thereby facilitating the
implementation and transmission of monetary policy. Second, they underwrite and distribute US
Treasury securities, playing a key role in primary market auctions and ensuring liquidity and
efficient price discovery in secondary markets. Third, through their continuous engagement with
market participants and their close relationship with the Federal Reserve, primary dealers provide
valuable market intelligence that enhances policy formulation and contributes to overall financial
stability. The current list of SPD comprises 23 financial firms, while over time, there have been a

limited number of additions and removals.

One structural characteristic of the SPD is that it is conducted 8 times per year, approximately
2 weeks before each FOMC meeting, and the survey period lasts 5 days. SPD questionnaires are
not entirely fixed but change according to the prevalent features regarding the economy, including
questions about the policy stance implementation, Fed balance sheet, recession probabilities, and
balance of risks. For example, when risk is tilted towards inflation, there are more detailed

inflation-related questions, whereas when risk is focused more on growth, quarter-on-quarter
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(QoQ) point estimates are asked in addition to year-end. Nonetheless, the questionnaires’ key
components always contain a set of fixed questions asking the respondents for point estimates for
key macroeconomic variables (real GDP, core PCE, PCE inflation, and unemployment) and policy
expectations (FFR). SPD questions for these variables are designed similarly to the Summary of
Economic Projections structure, i.e., the forecasts always refer to year-end forecasts, and
consequently SPD is a fixed-event expectations survey. SPD also has probabilistic questions about
FFR, asking respondents to describe their views on the likelihood of FFR falling in specific ranges,

but these are not examined in this paper.

The key macroeconomic variables, which are examined in our paper, namely real GDP, core
PCE and PCE inflation year-end annual (Q4/Q4) forecast values, are targeted by consecutive
surveys spanning from 36 to 48 months ahead (three to four calendar years-end ahead). Regarding
surveys that are conducted for the five regular FOMC meetings of January, March, May, June, and
July, the forecast horizon is three years ahead, whereas for the September, October, and December
meetings’ surveys, the forecast horizon is 4 years ahead. Additionally, for these variables, as well
as for FFR, SPD questionnaires ask for point estimates of the longer-run forecasts, which are used
in the asymmetric behaviour in bias analysis. Regarding FFR, questionnaires ask for point
estimates at different frequencies with respect to the forecast horizon. For the short-term forecast
horizon after each survey, questionnaires initially ask FFR target rate/mid-point target range'? point
estimates after each one of the seven consecutive FOMC meetings. Subsequently, the surveyed
frequency becomes quarterly, asking for five to eight quarters’ end FFR values, and then the

frequency becomes half-annual or annual, asking for approximately two more years of FFR values.

The aggregated results (median, 25", and 75" percentiles) are published three weeks after
each FOMC meeting, while individual responses are not made publicly available!®>. SPD
aggregated results are available since January 2011; however, after 2024, SPD has been merged
with a similar, in terms of the respondents’ characteristics, survey, which is the Survey of Market

Participants (SMP). Thereafter, the combined surveys constitute the Survey of Market

12 For the surveys conducted between September 2014 and January 2016, FFR was estimated as the weighted average
of all responses: explicit mid-point target rates were taken as reported, while for range responses, i.e. top of range and
bottom of range, the midpoint was assigned, with weights proportional to the number of respondents in each category.
13 Several studies (e.g., Engelberg et al., 2011) document sizable disagreements between individual forecasts and
aggregate responses. Consequently, other research (e.g., Keane and Runkle, 1990) argues that individual-level data
allow more granular inference on how different types of respondents form expectations, which is a useful avenue for
future research.
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Expectations (SME), which is considered a more market-focused survey. However, we choose to
apply the proposed methodologies only to the SPD dataset due to the larger sample starting from
2011 compared to the SMP, which was initially conducted in 2014.

3.2. Implementation settings

Before implementing the proposed methodologies, we first fill in the missing monthly SPD
values by following Vereda et al. (2021). For the eight months where the SPD median fixed-event
forecasts exist, their values are assigned to the end of the month, and for the remaining four months,
missing values are created by linear interpolation. In greater detail, for months in which fixed-
event forecasts are constructed by linear interpolation between adjacent surveys, we align the
information set with that of the earlier survey. For example, the interpolated February value -
constructed from the January and March surveys - is evaluated using the January real-time vintage
(i.e., the information available as of the January survey date). Following this approach, 1/3 of the

sample size under analysis is created artificially.

We perform our analysis on both the full sample for the target events of 2012-2024 and the
subsample 2012-2019, to examine in detail how the COVID-19 and the subsequent inflation surge
have affected the results. The maximum examined forecast horizon is 36 months, which remains
consistent across all the SPD surveys conducted throughout the year. Target-event 2011 is not
included in the analysis because it has a maximum available forecast horizon of 12 months only,

and additionally, PCE forecast questions were missing for the January to July 2011 questionnaires.

Regarding the actual data used for estimating forecast errors, we get the values as they were
available 2 quarters after the reference period!®, using real-time vintage data, similar to Tulip
(2006) and Faust and Wright (2009). Regarding FFR, as actual, we use the federal funds lower and
upper range mid-point, which is available since December 2008, whereas before this date, the
federal funds effective rate is used. Finally, when testing the properties of state dependence relative
to the historical average and the strong efficiency property, we respect the respondents’ information
set at each survey date. Specifically, for each survey, we use the most recent observations from the

real-time data vintage that would have been available to participants on that date. When state-

14 For robustness, we also perform the analysis using the first and the latest releases of the reference periods as actual
data, and the findings are qualitatively similar. The results are available upon request.
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dependence is examined, the PCE longer-run forecasts are used for the case of core PCE because

questionnaires do not ask for core PCE inflation longer-run forecasts.

As regards the strong efficiency test, the selection of the exogenous variables is limited to
the variables examined in this study (i.e., GDP, inflation, and policy expectations)'> based on the
importance of these variables for the monetary policy decision-making process. More specifically,
a common VAR structure, which is used to analyse the monetary policy transmission mechanism
in the US, includes the macroeconomics (non-policy) variables (output and prices) and variables
controlled by the monetary policymakers (interest rates). There is a long literature that extensively
explains how these variables are included in the model design in order to investigate the
transmission of monetary policy shocks (e.g., Bagliano and Favero, 1998; Koop et al., 2009;

Gertler and Karadi, 2015).

3.3. Empirical findings: Unbiasedness

Figure 1 shows the evolution of macroeconomic variables’ expectations and the
corresponding actual series, with the boxes reflecting target events’ values. It is obvious from all
variables’ graphs that the period since the beginning of the COVID-19 pandemic is characterised
by extremely high uncertainty, which results in cases of extremely large forecast errors. It is
visually clear that SPD’s aggregate responses overpredict inflation before 2021, whereas evidence
of underprediction is provided for the remaining period. A similar behaviour is observed for the
case of FFR, which is interconnected to inflation due to the monetary policy objective to stabilise

inflation at the target level.
[FIGURE 1 HERE]

As regards the case of real GDP, the mean values, depicted in Figure 2, show a clear
overprediction for the 2020 and 2022 year-end, while the SPD’s responses appear to underpredict
GDP for the remaining post-COVID-19 target events. From Figure 2, it is also illustrated that the
most recent target events are subject to increased forecast errors as well as higher variation
compared to the pre-COVID period. The motivation of one of the contributions of the paper, i.e.,

to assume heteroscedasticity when testing for event-specific bias, is clearly enhanced by this

15 Expanding the information set to more variables, it requires to apply the one covariate at the time statistical method
as in Iregui et al. (2025).
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visualisation. Therefore, there is a need for a stricter methodological framework that will isolate
the outliers, which is at the same time aligned with the normality assumed for the error term in eq.
(2). The detection of outliers is also in effect to the examination of horizon-specific bias, with the
difference that these are detected from the joint distribution of forecast errors after pooling all
horizons. As shown in the right-hand side subplot, there is a large number of detected outliers
across horizons during the full sample, compared to the pre-COVID period. This also holds true
for the remaining variables, as visualised in Figures 3, 4 and 5. According to the left-hand side
subplots, it is observed that core PCE and PCE expectations overpredict the target events’ actual
data points during the pre-COVID period, while a significant underprediction appears at the

remaining period. The same behaviour is also noticed for the case of FFR.
[FIGURES 2-5 HERE]

Regarding the event-specific bias, we observe, from the left-hand side graph of Figure 6, that
SPD expectations are biased for the majority of years, with the nature of biasedness being
characterised by overprediction for some years, such as 2015, 2020, 2022, and by underprediction
for others, such as 2021, 2023, and 2024. Moving forward to the statistical inference, the above-
mentioned results are confirmed from the estimated coefficients in Table 3, which are statistically
different from zero, with signs consistent with the findings of the preliminary visualisation
analysis. To proceed with the horizon-specific unbiasedness test for real GDP, from the right-hand
side subplot of Figure 6, it is shown that bias appears not only at longer horizons, which is in line
with the findings of previous studies (Davies, 2006; Ager et al., 2009), but also at the very short
ones. This outcome relies only on the estimated coefficient itself and not on the statistical
inference. To the best of our knowledge, this is the first study presenting such an outcome, which
contradicts the results of the previous studies that find biasedness only at longer horizons. The
argument behind their results is that it is easier to generate forecasts a few horizons ahead, when a
large part of the information set is already available, than to produce forecasts some years ahead.
Regarding the short-term horizon bias, it can be explained by the fact that the respondents tend to
underestimate GDP growth in order to cancel out any potential overestimation of previous releases.
This is particularly relevant in the context of target events that exhibit significant changes, due to
the uncertainty surrounding their final outlook. Finally, regarding the two samples analysed, the

direction of bias appears consistent, indicating that the SPD respondents tend to overpredict GDP
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at longer forecast horizons, while they underpredict it in the months preceding the realisation of

the target event.
[FIGURE 6 HERE]

From Table 1, it is obvious that by employing the proposed outlier-robust methodology in
eq. (7) and (9) the standard deviation of the common macro shock in eq. (2) are reduced
significantly for the full sample analysis (2012-2024), which includes the COVID-19 period, while
in the pre-COVID-19 period (2012-2019), the impact of the outliers remained muted.

[TABLES 1-3 HERE]

From a statistical point of view, the estimation results, which are presented in Table 2, show
that there is no common bias. However, when testing for horizon-specific bias, the results are
statistically significant at short horizons. This specific bias remains significant for both samples
examined. Moreover, under the examination of horizon-specific bias at different frequencies, we
get a clearer picture of the forecast horizons (in quarterly or annual windows) before the realisation
of the target event, for which the level of bias is significant. In greater detail, the exact quarters
and years that are characterised by bias are revealed, which also serves as a robustness check. As
regards the strong evidence of bias at short horizons, and as mentioned in the previous paragraph,
it might be driven by the availability of more reliable data to respondents, which forces them to
correct any potential forecast errors by strongly revising their forecasts. Finally, it is notable to
mention that our proposed outlier-robust methodology is stricter, regarding the statistical inference,
than the existing methodologies. Hence, by using our proposed methodology, the confidence
intervals narrow towards the pre-COVID period’s levels. Therefore, although the statistical
outcome remains the same, the developed outlier-robust methodology makes the inference stricter
in terms of capturing potential bias. For example, the confidence intervals are narrowed during the

shorter horizons, which results in a clearer result for bias.

To continue with the inflation variable, represented by core PCE and PCE, Figures 7 and
8 indicate a clear overprediction during the pre-COVID period, whereas the SPD responses seem
to underpredict inflation after 2020. This is consistent with the economic conditions that occurred
during this period. More specifically, the inflation surge was unprecedented, and it was mainly
driven by both increased supply and demand shocks. According to Bernanke and Blanchard

(2025), the primary drivers of pandemic-era inflation are high energy prices and disruptions of
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global supply chains. On the other hand, among others, Giannone and Primiceri (2024) conclude
that the pandemic-era inflation surge was driven mainly by demand shocks. These findings are
confirmed by the estimation results that are presented in columns 2 and 3 of Table 3. Regarding
the results of horizon-specific bias, we observe no specific differences across horizons. The SPD
overpredicts inflation consistently during the pre-COVID period, while the opposite happens when
the full sample is examined. This is due to the large impact of the post-COVID years. However,
due to the large errors of this uncertain period, the statistical inference is not straightforward. The
results of Table 2 show that even if there is indeed statistically significant common bias before the
COVID-19 period, as well as significant bias across all forecast horizons, this does not remain
when the full sample is examined. Upon examining the right-hand side subplots, it becomes
evident that the outlier-robust methodology we have developed is much stricter in terms of
statistical inference. It is important to note that the purpose of our study is not to necessarily reject

unbiasedness, but rather to assess forecasts more robustly.

Concerning FFR, SPD expectations present a very similar behaviour to that of both
inflation measures. The only difference is that during the pre-COVID years, the level of bias was
not definite. This is confirmed by the respective results of Table 2, where the null hypothesis of
common unbiasedness is not rejected. Nevertheless, there is evidence of bias at longer horizons,

which holds only for the pre-COVID period.
[FIGURES 7-9 HERE]

The last aspect that is tested is the state-dependence in bias, which is a very recently
documented pattern. In our study, we investigate whether this asymmetric behaviour of bias holds
for the entire set of variables. Regarding the horizon-specific bias during the pre-COVID sample,
evidence of state-dependence is provided (from Table 4) for the case of core PCE and only when
long-run forecasts are used as a threshold. This implies that the SPD aggregate responses are
presented as biased, with that level depending on the long-run forecasts for this variable. The
results are consistent with the previous studies claiming that there is a systematic, state-dependent
bias, both statistically and economically significant (Granziera et al. 2025). However, these results
are not confirmed when implementing the methodology on the full sample, which includes the
post-COVID period. For the event-specific test, using the full sample, the state-dependence in bias

is present for all variables, and the results are qualitatively similar under both historical average
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and long-run forecasts used as thresholds. The positive coefficients indicate that SPD responses
exhibit greater underprediction when the variable’s value at the forecast date exceeds the threshold,
whether defined by the historical average or the long-run forecast, consistent with the findings of

Granziera et al. (2025) for inflation.

Moreover, when implementing the horizon-specific test, although there is evidence of bias,
the coefficient that reflects asymmetric behaviour is not statistically significant. The only cases of
both significant biasedness and asymmetric behaviour in bias are for core PCE and FFR for the
pre-COVID sample. The latter results, however, cannot be considered robust due to inconsistencies

across the defined thresholds and the frequencies at which the horizon-specific test is examined.
[TABLE 4 HERE]

34. Empirical findings: Efficiency

Proceeding to the strong efficiency results, Table 5 reports that when generating FFR
forecasts, using the pre-COVID sample, the last available real GDP data has not been efficiently
considered, which is confirmed from each test, i.e. testing for common bias, horizon-specific bias
at different frequencies, and event-specific bias. Results of a similar fashion are presented for the
remaining variables, but only when testing for event-specific bias. For example, it is shown that
when forecasting real GDP, the last available information of GDP itself is not efficiently
considered. This could also be considered as evidence of bias, which, together with the strong
efficiency results, leads to the irrationality of SPD expectations. This specific finding appears for
PCE, as well. When implementing the methodology using the full period, the results are more
robust to reject strong efficiency in more cases, i.e., when testing event-specific, horizon-specific,

and the common.
[TABLE 5 HERE]

To continue with weak efficiency, which is based on an alternative methodological
framework, we test for common, horizon- and event-specific weak efficiency by using an outlier-
robust (based on the identification of large revisions) method that provides a higher level of
granularity regarding the statistical inference. Regarding the results of the common test in pooled

regressions, Table 6 shows that weak efficiency is rejected for GDP, core PCE, PCE and FFR
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during both periods examined'®. In greater detail, from Table 6, it is observed that none of the
table’s entries, which reflect variables, horizon-specific weak-efficiency at different frequencies
as well as different types of error variance, are significant. Therefore, the general finding is that
we reject the null hypothesis that the forecast revisions of SPD are not predictable, which is in line
with the outcome of previous studies. A plausible explanation for the rejection of weak efficiency
is that SPD is conducted several months within the year, but it is unlikely that the respondents
revise their forecasts so frequently. Therefore, it is rational to say that forecasts take time to
incorporate the new information. This could be justified by the publication lag that most
macroeconomic series are subject to and because the international organisations provide forecasts
for most macroeconomic variables at a lower frequency (e.g., the IMF publishes its projections for
the macroeconomic outlook twice per year). The overall finding is that there is still room for
improvement regarding the SPD forecast quality by incorporating the available information in a

more efficient way.

[TABLE 6 HERE]

4. Conclusions

In our proposed methodology, we extend the existing approaches in an integrated framework
so that several drawbacks that could lead to less robust results are efficiently captured. From a
policymaking point of view, this paper contributes in several ways. First and more importantly,
international institutions, like central banks and governmental authorities, can identify more
accurately unbiased and efficient forecasts provided by several surveys, which are used to support

their policy decisions or even to enhance the predictability of their models.

Regarding the results of unbiasedness, it is crucial that the assessment of the macroeconomic
expectations should cover a wide range of aspects. First, it is found that more granularity when
revealing the forecast horizons that appear to be characterised by biasedness is value-added.
Moreover, testing for event-specific bias, under the assumption of heteroscedasticity across target
events, is found to help policymakers identify specific properties of fixed-event surveys’

expectations more robustly. From the implementation of the proposed methodology to SPD, it is

16 Ager et al. (2019) also use two lags of past revisions as explanatory variables in the model specification, since they
are interested in whether the forecast revision’s predictability remains, but their findings are similar.

25



found that GDP forecasts are subject to specific characteristics, such as short-term bias and
consistency over different periods, including COVID-19. In this regard, the outlier-robust
approach results in stricter inference, which does not significantly affect the decision on

unbiasedness. Finally, regarding state-dependence bias, it is reported to exist for specific events.

The second property examined by this study is efficiency. We not only test for both weak
and strong efficiency, which is not the case according to the literature, but we also enhance the
existing methodologies by integrating the adjustments developed for tracing horizon- and event-
specific efficiency in an outlier-robust framework. From the application conducted in SPD, it is
shown that the forecast revisions are predictable (weak efficiency) and, more particularly, the
exogenous information that is available at the time of forecasting is not efficiently incorporated in

the provided expectations (strong efficiency).

The contribution of the proposed framework for evaluating fixed-event forecasts is of
significant importance for policymakers and investors, who incorporate these surveys’ responses
in their decision-making process. In conclusion, it is important that both the irrationality in
forecasts and its sources should be examined, to the greatest extent possible, before proceeding
with their use. Future research could explore the time variation of coefficients in the regression-
based tests, as well as the extension of this econometric framework to fixed-horizon surveys, which

are also extensively employed by policymakers.
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TABLES

Table 1: Estimated standard deviations of common macro shocks for the homoscedastic
specification.

Common macro shocks

RGDP CPCE PCE FFR
Pre-COVID-19 (2012-2019) 0.13 0.04 0.09 0.13
Pre-COVID-19 - Outlier Dummy 0.13 0.04 0.07 0.13
Full Sample (2012-2024) 0.35 0.24 0.32 0.39
Full Sample - Outlier Dummy 0.20 0.13 0.18 0.19

Table 2: Unbiasedness results under the horizon-specific test.

Horizon-specific bias
Pre-COVID sample (2012-2019)

RGDP CPCE PCE FFR
Common -0.11 -0.30%** -0.52%%* -0.34
Months 3,6 1-36 1-36 20-21, 31-36
Quarters 1 1-12 1-12 7,11-12
Years - 1-3 1-3 -

Full sample (2012-2024)

Common -0.05 0.20 0.16 0.08
Months 1-7 - - -
Quarters 1-2 - - -

Years - - - -

Note: Common shows uniform bias, whereas months, quarters and years rows show for which individual forecast
horizons, bias is significant in monthly, quarterly and annual survey frequency, respectively, at 5% significance level.
The panel regression is estimated with the outliers dummy in the variance estimation equation. *, *¥* *** denote
significance at the 10%, 5% and 1% level, respectively.
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Table 3: Results of unbiasedness under the event-specific test.

Event-specific bias

Event RGDP CPCE PCE FFR
2012 -0.73* -0.17* -0.21%** -0.22
2013 0.13 -0.50%#* -0.71 %% 0.00
2014 -0.23 -0.34%4:* -0.71 %% -0.09
2015 -0.80%** -0.36%** -1.09%** -0.3*x*
2016 -0.53%* -0.13 -0.38%** -0.85%*
2017 0.29%** -0.36%** -0.27%x* -0.43
2018 0.57%* -0.07 -0.14%* 0.21
2019 0.19* -0.43 %+ -0.53 %4 -0.89%#:*
2020 -2.68** -0.44 %+ -0.51** -1.69%**
2021 1.63 2.34%%x 3.09%** -0.74
2022 -1.42%** 2.15%** 2.773%%® 3.14%%*
2023 1.63%%* 0.39 0.16 2.25
2024 1.02%** 0.40%** 0.17** 0.64

Note: Target event rows show bias estimates. The panel regression is estimated with the outlier dummy in the variance

estimation. *, ** and *** denote significance at the 10%, 5% and 1% level, respectively.
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Table 4: Results of state-dependence in bias using both the historical average and longer-run

forecasts as a threshold.

State-dependence in bias

Pre-COVID sample (2012-2019)

Historical average

Long-run forecasts

RGDP CPCE __ PCE FFR | RGDP CPCE __ PCE FFR
Common  0.11 0.05 0.08 0.28 0.1 -0.14%**  0.02 0.17
g;’if;m"“ 019 -035%kx 0 50%kk () GEk 0 L0.14%%%  0.53%kx 017
Months 0.16 0.1 0.05  0.58%* 0.1 -029%%*  0.08 -0.38

1-9, 15-
Months- - 2-36 6-36 1-36 6 23,25- 436  4,31-34
Bias 30
Quarters  0.15 0.1 0.05 058 | 0.5  0.1%*  0.05 0.58
Quarters- _ 112 3-12 1-12 - 110 2-12 1112
Bias
Years 0.15 0.1 0.05  0.53%* | 008 -022%** 005 -0.28
Years- - 1-3 1-3 1-3 - 23 1-3 -
Bias
Events 0.22%%%  08%*%  (.]* 0.15 0.02  -026%%*  0.1*  -0.26%*
Events- 12, 14- 13, 15- 12-14,
Bins s 12-19 1219 18-19 s 1819 1319 oo
Full sample (2012-2024)
Historical average Long-run forecasts
Common  0.33 -0.38 0.11 0.63 0.12 -0.43 -0.05 0.14
_(lj,)?i’;m"“ 025 047 023 -0.41 004  0.59%* 025 0.24
Months 0.36 -0.42 -0.13 0.65 0.12 0.5 0.1 -0.19
Months- 11-19, 12-13,
Bias ) 24 ) ) >7 19-21, i )
24,31

Quarters 035 -0.42 -0.13 0.65 0.12 0.5 -0.1 -0.19
Quarters- 4-6 . . 2 s : .
Bias
Years 0.35 -0.41 -0.12 0.63 0.13 -0.48 -0.09 -0.18
Years-
Bias ) 2 ) ) ) 2 ) )
Events 0.32%%  0.61%*%  0.68%%% [ GFFx | 009 ].52%kk  [EEk ) 7Dk

12-16, 13, 15-
givents- 2,20 122-4212, 122-4212, 1222 | 1820, 122-42‘2, 122-42‘2, 1201

as 24 2224

Note: Common, months, quarters, years and event rows show coefficient ¥ for the dummy regressor. Dummy regressor
takes values of one when the last observed value is larger than the specified threshold when the survey is conducted,
and zero otherwise. The second rows, where Bias is included in the name, show for which individual forecast horizons
bias is significant in monthly, quarterly and annual survey frequency, respectively, at 5% significance level. The panel
regression is estimated with the outlier dummy in the variance estimation. *, **, *** denote significance at the 10%,
5% and 1% level, respectively.
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Table 5: Results of strong efficiency test.

Strong efficiency

Pre-COVID sample (2012-2019)

Common Months Quarters Years Events
RGDP -0.1 -0.14 -0.13 -0.13 -0.21%%*
CPCE 0.53 0.6 0.58 0.58 -0.05
RGDP PCE -0.12 -0.09 -0.09 -0.1 -0.31%%*
FFR 0.33 0.29 0.29 0.3 -0.21*
CPCE 0 -0.02 -0.02 -0.01 -0.08
CPCE RGDP -0.01 -0.03 -0.03 -0.03 0.01
PCE -0.09 -0.08 -0.08 -0.08 -0.06*
FFR 0.04 -0.01 -0.01 -0.01 0.12%*
PCE -0.16 -0.15 -0.15 -0.15 -0.19%%*
PCE RGDP 0.09 0.03 0.03 0.03 0.08*
CPCE 0.2 0.21 0.2 0.21 -0.21%%*
FFR 0.19 0.12 0.12 0.13 0.17%***
FFR -0.08 -0.2 -0.2 -0.19 0.21
FFR RGDP -0.44** -0.54%** -0.54%%* -0.53%** -0.27%%*
CPCE 0.04 0.08 0.07 0.06 0.03
PCE -0.01 0.02 0.02 0.01 -0.19*
Full sample (2012-2024)
RGDP -0.02 -0.02 -0.02 -0.02 -0.06
RGDP CPCE 0.36%* 0.36%* 0.35% 0.36%* 0.06
PCE 0.26* 0.26* 0.26* 0.26* 0.11
FFR 0.28%** 0.27%* 0.27** 0.27** 0.15
CPCE 0.15 0.16 0.16 0.16 -0.43%%*
CPCE RGDP -0.09%** -0.09%** -0.09%*** -0.09%** -0.06%**
PCE 0.06 0.06 0.06 0.06 -0.25%%*
FFR -0.02 0 0 -0.01 -0.18%***
PCE 0.03 0.04 0.04 0.03 -0.36%**
PCE RGDP -0.12%%* -0.12%%* -0.12%%* -0.12%%* -0.08***
CPCE 0.13 0.14 0.14 0.14 -0.58%**
FFR -0.02 0 0 0 -0.15%%*
FFR -0.19 -0.19 -0.19 -0.19 -0.67%**
FFR RGDP -0.05 -0.05 -0.05 -0.05 -0.07**
CPCE 0.51%*** 0.51%*** 0.51%** 0.51%** -0.46**
PCE 0.27** 0.27** 0.27** 0.27** -0.38%***

Note: Common, months, quarters, years and event columns show coefficient y for the regressor of a selected variable
from the second column regressed on the forecast error of a variable in the first column, when bias is accounted for as
uniform, in monthly, quarterly, annual frequency, or as event-specific. The panel regression is estimated with the
outlier dummy in the variance estimation. *, **, *** denote significance at the 10%, 5% and 1% level, respectively.
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Table 6: Results of weak efficiency test for both homoscedastic and heteroscedastic cases.

Weak efficiency
Pre-COVID sample (2012-2019)
Homoscedastic Heteroscedastic
RGDP CPCE PCE FFR RGDP CPCE PCE FFR

Common O0-31%%% 023%%% (32%x%  24%0% | (.3]%**  (.23%0k  (.32%%* (. 24%**

(8.82) (10.24) (7.57) (13.5) (4.12) (3.52) (4.05) (3.6)
Months 0.31%**%  0.24%** (. 32%*%*  (25%*%* | 0. 31*** (24%*k* () 32%** () 25%**

(6.96) (6.3) (7.12) (8.08) (4.49) (3.74) (3.75) (3.56)
Quarters 0.28*** (. 2%** 0.27%*%  (0.22%** | .28%** (. 2%** 0.27***  (.22%**

(7.02) (5.3) (6.54) (10.05) 4) (3.18) (3.22) (3.23)
Years 0.31%*%  0.22%** (. 20%**  (24%*%* | 0. 3]1*** (22%*k* () 20%** () 24%**

(8.86) (6.2) (6.01) (16.32) (4.12) (3.27) (3.53) (3.56)
Events 0.27***  Q21*** (. 3%** 0.23%** | .27%**  (21%**  (3%** 0.23%**

(6.64) (7.55) (6.68) (14.12) (3.68) (3.28) (3.82) 3.3

Full sample (2012-2024)
Homoscedastic Heteroscedastic
RGDP CPCE PCE FFR RGDP CPCE PCE FFR

Common  0-28%*%  0.42%¥*  0.46%**  0.41%** | (.28%** 0.42%**% (0. 46***  (.4]***

(30.7) (41.96) (22.81)  (623.31) | (2.52) (6.05) (5.73) (6.28)
Months 0.27%%% (0. 43%**% (. 47%** (0 42%*k* | 0.27%*F* (0 43%k*x () 47k*F () 42%**

(23.54) (21.74) (23.56)  (29.18) (2.68) (6.45) (6.04) (6.32)
Quarters 0.25%**% 0. 41***  (0.46%** (.39%*%* | (25%* 0.41%%*%  (0.46***  (.39%**

(20.21)  (23) (23.36)  (25.31) (2.32) (6.02) (5.71) (6.09)
Years 0.28*** 0. 41***  (0.46%**  (41%*** | (0.28%** 0.41%%*%  0.46%**  (.4]***

(29.5) (24.71) (22.58)  (130.62) | (2.52) (6.06) (5.73) (6.22)
Events 0.26%**% (. 35%** (. 38*** () 3]**k* | (.26%* 0.35%**% (. 38*** (. 3]***

(21.64) (16.49) (14.25) (12.32) (2.37) (5.35) 4.9 (4.99)

Note: Values show the coefficient 7 for the lagged forecast revisions. *, ** and *** denote significance at the 10%,
5% and 1% level, respectively. T-statistics are given in parentheses.
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FIGURES

Figure 1: Macroeconomic forecasts (real GDP, core PCE, PCE inflation and FFR) and the corresponding targeted
actual values.

Real GDP Core PCE
T T T T 6 T T T T
10 - B
5 |- -
[
4 - il
3+ { Bl
MJ
] P L 1 [ T VUGG, VDU s A ~SUURpRp s -
=
5L 4 =
1t il
_]O 1 Il 1 Il 1 1 0 1 Il Il Il Il 1
2010 2012 2014 2016 2018 2020 2022 20242010 2012 2014 2016 2018 2020 2022 2024
PCE FFR
7 T T T 6 T T
6 s H
5 | ,
51 - 1]
.
4r 4
3E 4 3t "
2L
2L
1t
1L
Us 1 M
-1 1 I I I 1 1 Q Q = E 1 1 L
2010 2012 2014 2016 2018 2020 2022 20242010 2012 2014 2016 2018 2020 2022 2024

Note: Light blue lines show the actual as available 2 quarters after the reference period. Real GDP, core PCE and PCE are in annual growth
rates. Boxes denote the actual Q4/Q4, which are the target events from the consecutive surveys. Forecast paths starting 36 months prior to each
target event are represented in black, dark grey and light grey. Dotted lines show the longer-run forecast at the time each survey was conducted.
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Figure 2: Forecast errors for real GDP.
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2024) forecast errors pooled samples. The outliers (shown in red) are identified using the Tukey /OR rule: observations lying below Q;—1.5
IQR or above Q3 +1.5 IQR. Crosses show the mean forecast error for each target event.

Figure 3: Forecast errors for core PCE.
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Figure 4: Forecast errors for PCE.
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Figure 5: Forecast errors for FFR.
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Figure 6: Unbiasedness test results for real GDP per target event and per horizon at monthly frequency.

2012-2019 2012-2024

Target Event
T T T

T N T 2 T

I I [T | I 9 e ol

-5 I 1 .
2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 h=3 912 18 24 30 36 h=3 912 18 24 30 36

Note: LHS subplot: Black continuous lines show event-specific bias. RHS subplots: Black continuous lines show the 2012-2019 and 2012-2024
sample bias for each forecast horizon at monthly frequency. Black dashed lines show HAC robust confidence intervals (based on Bartlett
window, with bandwidth set as H-1; Newey and West, 1987). Blue and red dashed lines show confidence intervals estimated without and with
the outliers dummy in the variance estimation, respectively. Green dashed lines show confidence intervals estimated using the Huber estimator.
All confidence intervals are at the 5% significance level.

Figure 7: Unbiasedness test results for core PCE inflation per target event and per horizon at monthly frequency.
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Note: See Note in Figure 6.
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Figure 8: Unbiasedness test results for PCE inflation per target event and per horizon at monthly frequency.
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Figure 9: Unbiasedness test results for FFR per target event and per horizon at monthly frequency.
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APPENDIX
Weak efficiency

Homoscedastic case

The covariance matrix © of dimension ((H — Z)T X (ﬁ — Z)T) is estimated as Q = §2A.

The estimated common variance 62 is estimated using the bias-adjusted revisions .4 ;j from the following

regression:
r=Xa+ n (A.1)

where ¥,4; =1 = r — Xa&. Having obtained ¥44; from (A.l), we estimate 6% as @, in the following

regression:
Faaj O Taaj = TPo + 8oun® + ¢ (A.2)

where T = i(g_5)r, and 8,y are ((ﬁ - Z)T X 1) vectors and ¢ is a scalar.

The dummy 644y, VE=1--T,Vh =1 -+ H — 2 takes the value of one, if the bias-adjusted forecast
revision  fqqjn €xceeds 1.5 times the interquartile range: Soyrien = l(fad jen < Q1—

15IQR V Fa4jen > Q3 + 1.5IQR).

Turning to the matrix A of dimension ((ﬁ - Z)T X (ﬁ - Z)T), it is defined as follows:

A O o B O - 0 - 0 B 0 - 0
0 A B’ 0 B -~ :
0 B 0
0 : B
B O B’ 0
0 B -. :
0 A 0

A - 0 E . . .
: B B 0

0 B
B 0 0
0 B :
oo B A O

where A = I is the identity matrix of dimension T, and B is a (T X T) matrix, which has ones on the first
diagonal below the main diagonal, and it is written as:
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0 0 0

1 0 :
B=[0 1

: - .. 0 0

o - 0 1 0

Matrix B is placed in A matrix in the 1/3 (ﬁ — 2) and 2/3 (ﬁ — 2) diagonals above and below the main

diagonal.
Heteroscedastic case

Similar to the homoscedastic case, firstly, we obtain the bias-adjusted revisions #44; using (A.2).
In addition, we regress ¥4 © Fq; on a matrix of event-specific dummies T and event-specific

outlier dummies &8,,,;:

Faaj O Taaj = TPo + Ooun®@ +¢ (A4)

where T=ig_, @Iy is a ((ﬁ - Z)T X T) matrix, @q is T X1, &6,y is of dimension
((H — Z)T X T), and ¢ is (T X 1) correspondingly.

The estimated coefficients @, from (A.4) represent the 67,---,62 for each target event t =

1,-++,T. Matrix 8, of dimension (T(H — 2) X T) contains the outliers dummies and is defined as:
6outl = diag (Vec(goutl)) X (iﬁ—z X IT) (A'S)

where the dummy &,,,,;, which is a (T x (H — 2)) matrix, Vt = 1--- T separately, takes the value of one

if the bias-adjusted forecast revision 7,4j, exceeds 1.5 times the interquartile range: Opyeptn =
1(Fagjon < Q; — L5IQR V Fogjen > Q4 + L.5IQR).
Now the covariance matrix  for the weak efficiency regression in eq. (22) is estimated as:

(H-2)/12-1

i=1

where diag(62,++,6%) is a (T X T) matrix that contains the variances diag(6Z, -+, 6%_,) on the

i™ diagonal below the main diagonal.

C;isa (H —2) x (H — 2) matrix defined as C; = diag(1, +i * m) + diag(1, —i * m).
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